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Retrieval of Speech Information in Mandarin Chinese
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Abstract—With the rapidly growing use of the audio and growing use of audio and multimedia information on the In-
multimedia information over the Internet, the technology for re-  ternet, an exponentially increasing number of voice records such

trieving speech information using voice queries is becoming more ¢ 4 qeast radio, television programs, digital libraries and so
and more important. In this paper, considering the monosyllabic

structure of the Chinese language, a whole class of syllable-based©n aré now being accumulated and made available. However,
indexing features, including overlapping segments of syllables most of them are simply stored there and difficult for further
and syllable pairs separated by a few syllables, is extensively reuse because of the lack of efficient retrieval technology. De-
investigated based on a Mandarin broadcast news database. The,q|osment of the technology to retrieve speech information is
strong discriminating capabilities of such syllable-based features . . -
were verified by comparing with the word- or character-based (hus becoming more and more important. In any case, retrieval
features. Good approaches for better utilizing such capabilities, of huge quantities of speech information using speech queries
including fusion with the word- and character-level information  directly is apparently the most natural, convenient and attrac-
and improved approaches to obtain better syllable-based fea- tyq although the technology involved will be the most diffi-
tures and query expressions, were extensively investigated. Very | ' I For the Chi | b he | .
encouraging experimental results were obtained. cult as well. For the Chinese language, because the language Is
not alphabetic and there exist a huge number of commonly used
Chinese characters, the input of Chinese characters into com-
puters is a very difficult and unsolved problem even today. As a
result, voice retrieval of speech information will be much more
|. INTRODUCTION important and attractive for Mandarin Chinese than for other

UE TO THE prevalence of the Internet, huge quantitiddnguages.
D of information are being accumulated very rapidly and Unlike text information, speech information cannot be re-
being made available to users. As a result, the primary obstaitigved atall by directly comparing the input speech queries with
for people to access the information is no longer the Spaﬂaﬁ&evo.ice records.' Notonly can the vocabularies, texts, and Fopic
temporal distances, but instead the lack of efficient ways to [2Mains spoken in the voice records and the speech queries be

trieve the desired information. Information retrieval techniqu<§so'”nhple'[ely d|1:erent, butkt.he d|ff%rencesd|nbac::ust|c %ond!tlons »
which provide the users with convenient access to the desi as speakers, speaking modes, and background noises a

information are therefore extremely attractive [1]. Most of thgur.ther complication. Therefore,. both.the speech queries andthe
. . ; voice records must be transcribed into some kind of content

works on information retrieval have been focused on approaches ) " ; .
eatures using speech recognition techniques, based on which

using text input to retrieve text information. Substantial effor relevance between the speech queries and the voice records
and very encouraging results have been reported and practic ¥ then be measured. As a result, accurate recognition of Man-

useful systems have been successfully implemented along Tin speech with a high degree of variability in vocabularies,

direction [2]-[6]. Recently, with the advances in speech recog)-pic domains and acoustic conditions is certainly the first key

nition technology [7]-{11], proper integration of informationgg e in the problem to be discussed here. Such a high degree
retrieval and speech recognition has been considered by mapy,4riapility apparently makes the desired accurate recogni-
researchers. But most of such works tried to handle either i, very difiicult, and a substantial percentage of recognition
text information retrieval using speech queries [12], [13] or th&rors will inevitably happen. Such speech recognition errors
speech information retrieval using text queries [14]-[24]. Onlyefinitely make the information retrieval techniques considered
very limited works have considered the problem of speech infafere significantly different from those used in the conventional
mation retrieval using speech queries [25], [26]. With the rapidtgxt retrieval approaches, and a very high degree of robustness
in these retrieval techniques is obviously needed.
. . _ The second issue for voice retrieval of Mandarin speech in-
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approaches. For the keyword-based approaches [10], one same initial experimental results. Sections IX and X further
define a set of keywords for the voice records in advancgiscuss improved techniques to produce better syllable-level
and whenever some keywords are spotted from the speéuffexing features and query expressions. Section Xl gives
queries, the voice records with those or relevant keywords cdre final experimental results comparing the discriminating
then be retrieved. This approach is efficient and cost-effectivegpabilities of indexing features at different levels and the
especially for retrieval of static databases for which the primafysion of them when many improved approaches are applied.
search words do not change frequently. However, it is ndhe concluding remarks are made in Section XII.

always easy to define a set of adequate keywords for all the

speech documents to be retrieved even if we know the contents || consIDERATIONS OFUSING SYLLABLE -L EVEL

of all of them in advance, which is almost impossible especially CHARACTERISTICS FORMANDARIN CHINESE

when the speech documents keep on growing very fast on the ]
Internet every day. The out-of-vocabulary problem always In the Chinese language, because each of the Ie_lrge number of
exists no matter how large the keyword set is. Also, spotting fiaracters (at least 10000 are commonly used) is pronounced
keywords becomes difficult if the keyword set becomes ve@f & monosyllable, and is a morpheme with its own meaning,
large. Such considerations naturally lead to the word-bas@W words are very easily generated everyday by combining a
approaches, in which large vocabulary recognition techniquié¥V characters or syllables. For example, the combination of
instead of keyword spotting techniques are used. Once both th@ charactersE  (electricityy and* g (brainy gives a new
voice records and the input speech queries are fully recogni2éerd “ & A& (computer),and the combination of the characters
into texts (words/characters), many well-developed text refx” “ (market), “k& (long)and 4  (redy
trieval techniques can be directly applied [17]-[20]. Howeve8ives a new word* g 7 & 4 (stock price remains high for
even for such an approach, the out-of-vocabulary probleml@g)  in business news. In many cases, the meaning of these
still an issue [27]-[29], since a large vocabulary speech recogerds more or less have to do with the meaning of the
nizer also needs a predefined lexicon, and some special wotdmponent characters. Examples of such new words also
important for retrieval purposes may be simply outside of thiaclude many proper nouns such as personal names and
predefined lexicon, which is true for the Chinese languaggganization names which are simply arbitrary combinations
as explained below. This leads to the concept of makingoha few characters, as well as many domain specific terms just
comparison directly on the level of subword units instead, or tlas the examples mentioned previously. Many of such words are
subword-based approaches. Because it is much easier to obtany often the right key in information retrieval functions,
all necessary subword units to cover all possible pronunciatidmscause they usually carry the core information, or characterize
of a given language, the out-of-vocabulary problem may ltke subject topic. But, in many cases, these important words
somehow avoided if the relevance measure is evaluated diredtiyretrieval purposes are simply not included in any lexicon. It
on the level of subword units instead of on the word levé$ therefore believed that the out-of-vocabulary problem is
[15], [24], [28], [29]. Because in such approaches the subwoedpecially important for Chinese information retrieval, and this
units are not necessarily decoded into words, the retrievalissa very important reason why the syllable-level statistical
therefore not limited by a finite lexicon. Of course, it is alwaysharacteristics makes great sense in the problem here. In other
possible to try to integrate more than one of the approachasrds, the syllables represent characters with meaning, and in
mentioned above, the keyword-based, the word-based, dhe retrieval processes they do not have to be decoded into
the subword-based. But how much incremental discriminatimgprds which may not exist in the lexicon.
capabilities can be obtained by such integration certainly Actually, the syllable-level information makes great sense for
requires more investigation. retrieval of Chinese information due to the more general mono-
In this paper, considering the monosyllabic structure of theyllabic structure of the language. Although there exist more
Chinese language, the syllable-based approach is selectethas 10 000 commonly used Chinese characters, a nice feature
a special case of the subword-based approach, and a wtlaflhe Chinese language is that all Chinese characters are mono-
class of indexing features for retrieval of Mandarin speedyllabic and the total number of phonologically allowed Man-
information using syllable-level statistical characteristics @arin syllables is only 1345. So a syllable is usually shared by
investigated. The discriminating capabilities of such sylkany homonym characters with completely different meanings.
lable-based approaches were verified by comparing to tBach Chinese word is then composed of from one to several
character- and word-based approaches. The information fus@raracters (or syllables), thus the combination of these 1345
of indexing features of syllable-, character-, and word-levels agllables actually gives an almost unlimited number of Chinese
well as various improved approaches for better retrieval wenerds. In other words, each syllable may stand for many dif-
also investigated. In all these studies, broadcast news is takement characters with different meanings, while the combina-
as the example database for retrieval due to its availability. Thien of several specific syllables very often gives only very few,
rest of this paper is organized as follows. Considerations ibfhot unique, homonym polysyllabic words. As a result, com-
using syllable-level statistical characteristics are introduced paring the input query and the documents to be retrieved based
Section Il. The broadcast news database and the speech recogthe segments of several syllables may provide a very good
nition process used in this study are described in Sections ieasure of relevance between them.
and IV. Section V presents the syllable-level indexing features In fact, there exist other important reasons to use syllable-
and information retrieval model. Sections VI-VIII then preserievel information. Because almost every Chinese character is a
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morpheme with its own meaning, thus very often plays quite in- TABLE |

dependentlinguistic roles. As aresult, the construction of Chines&”EAKING RATES OF THEBROADCAST NEWS SPEECHUSED IN THIS STuby

words from characters is very often quite flexible. One exampl&saa Types Training Testing

phenomenon is thatin many cases different words describing thsources PRS | UFO | VOH | VOT | Average BCC

same or similar concepts can be constructed by slightly differen  Average Speaking 49 6.2 48 | 57 54 5.8
characters, e.g., both¥ # x4t (Chinese culturejnd Rates (characters/sco)

«¢ B X 4t (Chinese culturé)neans the same, but the second

characters used in these two words are different. rarily abbreythe words in the queries were out-of-vocabulary words, such
iated into shorter words, e.g: Bl Z# %% & & (National as personal names, exotic words, special terms for news events,
Science Councif)can be abbreviated int¢® # €,” which  and so on, and they simply were not included in the lexicon.
includes only the first, the third and the last characterghisis a very normal situation in Chinese information retrieval.
Furthermore, an exotic word in foreign languages can vefis long as a poly-character word is not included in the lexicon,
often be translated into different Chinese words based on ifs€ither speech recognition or word segmentation for texts it
pronunciation, e.g:Kosovd may be translated int¢# %%  is simply taken as a string of a few mono-character words, be-
/kel-suo3-wod/” “#] & #E/kel-suo3-fo2/’ “%, %k %  cause every Chinese character can always act as a mono-char-
/ked-suo3-ful/;  “# &4k /kel-suo3-fu2/; “#+#%4#% acter word. As a result, in the query set each query contains

Jke1-suo3-fo2/,” and so on, but these words usually have sofiEe€ words, or four syllables (characters) on the average. On
syllables in common, or even exactly the same syllables. Thefa€ other hand, each query had an average number of 23.3 rele-
fore, an intelligent retrieval system needs to be able to handf@"t documents out of the 757 documents in the database, with
such wording flexibilities, such that when the input queries if'€ €xact number ranging from 1 to 75. Two speakers (one male
clude some words in one form, the desired audio recordingdd One female) were asked to produce the 40 speech queries, re-
can be retrieved even if they include the corresponding wordBectively. To recognize the speech queries, another read speech
in other different forms. The comparison between the speed@base including 5.3 h of speech for phonetically balanced
queries and the audio recordings directly at the syllable-le@§ntences and isolated words, produced by other 80 male and
does provide such flexibilities to some extent, since the “word4® female speakers, was used for training the speaker-indepen-
are not necessarily constructed during the retrieving proces<#1t HMMs for automatic recognition of the speech queries.
while the different forms of words describing the same or rele- At the first glance, this spoken document retrieval task seems

vant concepts very often do have some syllables in common'eélatively easy since the retrieval target contains only the an-
chors’ speech. However, this task was, in fact, rather difficult,

because in almost all the cases, the query terms appeared at most
_ . _ ~only once, if not completely missing, in each of their relevant
In this paper, the radio news was recorded using a wizaécuments, and the queries were often very short (average 4.0

FM radio connected to a PC, and digitized at a sampling rategyfilables). Detailed statistics of the queries and testing speech
16 kHz with 16-bit resolution. The data were collected from seocuments are shown in Table II.

eral radio stations, all located at Taipei, Taiwan, from December
1998 to July 1999. All the recordings were manually segmented IV. M ANDARIN SPEECHRECOGNITION
into stories and transcribed. The database to be retrieved con- ) ) )
sists of 757 recordings (about 10.2 h of speech), and was cI- Acoustic Processing and Language Modeling
lected from the Broadcasting Corporation of China (BCC). EachEach frame of the speech data was represented by a 39-
recording is a short news abstract (about 50 s of speech on direensional feature vector, consisting of 12 MFCCs and log
average) produced by one out of about 20 different anchors, @nergy, and their first and second differences. Utterance-based
cluding both male and female. Some recordings in the databas@stral mean subtraction (CMS) was applied to all the training
contain background music. A different broadcast news speeafd testing materials. The acoustic units chosen for syllable
database consisting of 453 stories (about 4 h of speech) colleatecbgnition here were 112 right-context-dependent INITIALs
from Police Radio Station (PRS), UFO Station (UFO), Voice aind 38 context-independent FINALS, specially considering the
Han (VOH), and Voice of Taipei (VOT) produced by a differenphonetic structure of Mandarin syllables. Here, INITIAL is the
group of speakers was used for training the speaker-independseitial consonant of the syllable and FINAL is the vowel (or
HMMs for automatic recognition of the broadcast news speedtiphthong) part but including optional medial or nasal ending.
Table | shows the average speaking rates of the radio news freach INITIAL was represented by an HMM with three states
respective sources. It can be found that, on the average, thetdéle each FINAL with four states. The Gaussian mixture
were 5.8 characters/s in the testing radio news speech (BC@)mber per state ranged from two to 16, depending on the
while the average speaking rate for the training speech was §uantity of training data. The silence model was a one-state
characters/s. HMM with 32 Gaussian mixtures trained with the nonspeech
A set of 40 simple queries and the corresponding relevasggments. In addition, the syllable-based and word-based
news recordings were manually created to support the retrieyélgram language models were trained by a newswire text
experiments. There were a total of 121 words (either monosgbrpus consisting of 80 million Chinese characters collected
labic or polysyllabic) in the 40 queries including 70% (85/121ffom Central News Agency (CNA) in 1999, almost the same
of them treated as monosyllabic words. This is because maime frame as that when the broadcast news database used here

I1l. BROADCAST NEWS DATABASE
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TABLE I TABLE I
DESCRIPTION OF THEQUERIES AND TESTING SPEECH SYLLABLE , CHARACTER, AND WORD ACCURACIES FOR THESPEECH
DOCUMENTSUSED IN THIS STUDY QUERIES AND SPEECH DOCUMENTS AFTER INTRODUCING THE
WORD-LEVEL LANGUAGE MODEL
Number of Speech Documents to Be Retrieved 757 (10.2 Hrs)
Number of Distinct Queries 40 Syllable Character Word
Min. Max. Mean Speech Queries 89.20% 84.88% 72.62%
Document Length (syllables/characters) 18 403 248.0 Speech Documents 7337% 62.79% 43.37%
Query Length (syllables/Characters) 2 7 4.0
Number of Relevant Documents/Query 1 75 233

of the former are listed on the upper half of Table 1V, while ex-
amples of the latter on the lower half of Table IV. For example,
were collected. Word segmentation and phonetic labeling wereerlapping syllable segments of length(3(N), N = 3)
performed for the training text corpus based on a 62k-woidclude such segments &$,5553), (525354), (535455),

lexicon for training theV-gram language models. etc., while syllable pairs separated by 1 syllatin), n = 1)
include such pairs as51.53), (5254), (S355), etc. Considering
B. Speech Recognition the structural features of the Chinese language, combinations

A multipass search strategy was applied for speech reco fi_these indexing terms make good sense for retrieval purposes.

tion. In the first pass, Viterbi search [9] was performed bas 3’ example, as mgntioned .previously, each syllable repres_ents
on the acoustic models and the syllable bigram language mo me characters with meaning, and very often words with sim-

S f or relevant con hav m llables in common, even
and the score at every time index was stored. In the second p grorreieva t concepts have some syllables in common, eve

a backward time-asynchronous® tree search [30], [31] gen- ' séme of such words are out-of-vocabulary. Therefore syllable

erated the best syllable sequence based on the heuristic ch?ggnenltls bvlwth_ Ietr;]gth 1S(N), ]kv N 1)_(nor:qverl|ap:_|p|ng

obtained from the first pass search and the syllable trigram | onosyliables in this C?SG) Maxe sense In retrieval. rowever,
eacause each syllable is also shared by many homonym char-

guage model. In the third pass, based on the state likeliho h with a diff i . llabl ts with
scores evaluated in the first pass search and the syllable bo gers each with a ditierent meaning, Syllable segments wi
ength 1(S(N), N = 1) alone definitely cause serious ambi-

aries of the best syllable sequence obtained in the second pagsg / ) i :
the speech recognizer further performed Viterbi search on e Lth' Therefore, they have to be combined with other indexing

I I 0,
utterance segment which may include a syllable and produ { &GWOS' In fta;:t, n thi Chm((ajse Ilang:fag_e, abodut 91 /Ob.Of t“et}f)p
several most possible syllable candidates, and a syllable latt] most frequently used polysyliabic words are bi-syflaoic

was thus constructed. The syllable accuracies achieved at % l.e., they are pronounced as a segment of two syllables.

stage for the speech documents and the speech queries w gifcire’ the syII?bIeliegrplgnts W;j[h _IePthﬁZtN), N (T 2) K
64.9% and 81.5%, respectively. We further constructed the woq“ae':t' Seeﬁg:rtrg gep usr: dl Zso'n:ng?tl‘:r:f';]n dgrr_r;]a It(()ar:;nin S.rr?ﬁa?. "
graph from the syllable lattice based on the 62k-word lexic u imp Indexing - Simiiarty,

mentioned above and performed dynamic programming on gt)nger sylgxble segrtnen;stf]uch 86N), N :f:g' are ma_tchedt N
word graph to find the best word sequence using the word gowveen a document and the query, very often very importan

igram and bigram language models. The finally obtained wol formation for retrieval may be captured in this way. On the

sequence was also automatically converted into its equival%ﬂrt1er h_and, because of the very flexible vyordmg structure n
e Chinese language as described previously, syllable pairs

character- and syllable-level sequences to be used in the re- - . o
Y d arated by: syllables are helpful in retrieval. Considering

trieval tasks. The final speech recognition results are present §e ample mentioned breviously in Section Il the word
in Table Ill. It can be found that the syllable accuracies fo xamp ' previously i : ' W

g g w3 22 4 ML A=1 @- . . n
the speech documents and the speech queries were |mpr0\%ﬁ%i\”Ei (National Science Council) may be

to 73.37% and 89.20%, respectively, while the character ac@pPreviated asgl #+ ¢ including only the first, third, and
racies were 62.79% and 84.88%, and the word accuracies wée last characters. Syllable pairs separatednbgyllables
43.37% and 72.62%, respectively. Note that the word accuraciggome apparently useful in such cases. Furthermore, because
were relatively low and the character accuracies in the middgubstitution, insertion and deletion errors always happen
One of the reasons is the relatively high out-of-vocabulary wottiiring the syllable recognition process, such indexing terms
percentages in the broadcast news database as discussed gevsyllable pairs separated by syllables are also helpful

ously. in handling such syllable recognition errors. In summary,
the monosyllables in Chinese represent characters carrying
V. RETRIEVAL APPROACHESUSING SYLLABLE -LEVEL some meanings and concepts and may somehow take care
STATISTICAL CHARACTERISTICS of the out-of-vocabulary problem. The ambiguity caused by

_ homonym characters sharing the same monosyllable may then
A. Syllable-Level Indexing Terms be clarified by overlapping syllable segments with length
Here, a whole class of syllable-level indexing terms wer®& > 1, and syllable pairs separated hyllables. The former
carefully defined, including overlapping syllable segmentmay capture the information of polysyllabic words or phrases
with length N(S(N), N = 1,2, 3, 4, 5) and syllable pairs which are important for retrieval, and the latter may handle to
separated by syllables(P(n), n = 1, 2, 3, 4). Considering some extent the problems arising from the flexible wording
a syllable sequence of ten syllabl€sS>Ss - - - S19, examples structure in the Chinese language such as the abbreviation
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problem as well as those problems due to speech recognition TABLE IV

errors including substitutions, insertions, and deletions. VARIOUS SYLLABLE -LEVEL INDEXING TERMS FOR AN EXAMPLE
SYLLABLE SEQUENCES1.52S53 -+ S1o

B. Information Retrieval Model Syllable Segments Examples

Vector space models widely used in many text information S.8=! (5 (2 (10
retrieval systems were adopted here [33]. Adocumentwas repreS(N) N2 (6159 259 (S0 5,0
S(N), N=3 (515253) (525354)...(5850 510)
sented by a set of feature vectors, each consisting of informatior;
, N=4 (515253 54) (5253 5455)...(575359 510
regarding one type of indexing terms. This is slightly different 5, x=;

(51525354 S5) (525354 S556)...(56575359S10)

from a former approach, in which a single feature vector CON-syiablc pair Separated by 1 Syliables Examples

sisting of information regarding all different types of indexing . »=1 (65159 (5259 .(55510)

terms together was used [28]. In this research, nine types of®.#=2 (5159 (5259 (57510

indexing terms §(V), N = 1~5, and P(n), n = 1~4] were 22223 (5159 6250 - Costo)

used to construct nine feature vectors for each documient — —2"=* (0109 629 st

(jj = (41, T2y o oey ity ey TiM,), j=1,2,3,...,9 acoustic confidence measure of a specific indexing terap,

(1) is simply the average of the acoustic confidence measijsgs
in (3) for all syllables involved in the specific indexing term

The terme,(¢) in (2) is then the acoustic confidence measyre
for thesth occurrence of the specific indexing tetm

A speech query is also represented by a total of nine feature
vectors in exactly the same way as the documents. The Cosine
measure was used to estimate the query-document relevance for
the jth type of indexing terms

In this equationd} is the feature vector for thgth type of
indexing terms, for examplg, = 2 for S(N), N = 2. The
tth component oflj, x;¢, represents the score for a specific in-
dexing termt, for example, a specific syllable segmésyi, s;)
for the case of = 2 for S(N), N = 2. M, is the total number
of different specific indexing terms for thgh type. The value

of ., is obtained by Bz, )= (6 04) /(a1 ||4]) @

1+In <Z ct(i))] -In(N/N) 2 whereg; is the feature vector for the speech query using the
=1 jth type of indexing terms. The overall relevance measure was

wherec,(i), ranging from zero to 1, is the acoustic conﬂdenc@en the weighted sum of the relevance measures of all types of

measure [31] evaluated for thi¢gh occurrence of the spemﬁc"wlex'ng| terms
indexing term¢ within the documentl, andn; is the total fre-
quency counts for the occurrences of the specific indexing term (
¢ in the document. Therefore, the valug[oft In(3 " | ¢.(4))]
denotes the term frequency of the specific indexing tetmt
evaluated in terms of the acoustic confidence measure, and
logarithmic operation is to compress its distribution. The val
of ln(N/N,) is the inverse document frequency (IDF), wher
N, is the total number of documents in the collection in which
the specific indexing termappears, andv is the total number  The experimental results are discussed starting this section. In
of documents in the collection. The valuexgf in (2) is set zero this research, the retrieval results are expressed in termmef
if the specific indexing term did not appear in the documedit  interpolated aveage pecision[34]. The retrieval experiments
Each utterance of the speech documents can be transcribgithg perfect manual transcriptions of texts for both the queries
into a syllable sequence, or a syllable lattice. For the case ofigd documents were also evaluated for reference, denoted as
syllable lattice, each utterance segménivhich may be a syl- TQ (TextQueries) and TDText Documents), as compared to
lable can have several syllable candidates. For a certain syllathiese with the erroneous transcriptions obtained from speech
candidates of the utterance segme@¥, the acoustic confidence recognition denoted as S@geechQueries) and SDpeech

measureg(s) is obtained with the f0||owing S|gm0|d function: DOCUmentS). This is Why there are four sets of test results for
the several tables presented below: TQ/TD, SQ/TD, TQ/SD,

2 3) SQ/SD. In the case of TD or TQ, the acoustic confidence mea-
1+ exp(—a x [logp(O|s) — log p(O|s*)]) surec(4) in (2) was simply replaced by unity.

In the first set of experiments, only syllable-level features as
where log p(O|s) and logp(O|s*) are the original acoustic mentioned above were used. Only the top one syllable candi-
recognition scores of the syllableand its corresponding top dates were included here. Extension to syllable lattices will be
one syllable candidate*, respectively, and the value of is discussed latter. The syllable-level indexing terms as mentioned
used to control the slope of the Sigmoid function. From (3), ib Section V-B above were automatically constructed from the
is clear thate(s) = 1 if s = s*, or s being a top 1 candidate. top 1 sequences of the syllable lattices for the queries and docu-
Also, ¢(s) is always between zero and 1. Witls) in (3), the ments. The retrieval results are summarized in Tables V and VI.

it =

d) = D il (7, 4) ©)

\{\meerewj is a weighting parameter obtained empirically.

. INITIAL EXPERIMENTAL RESULTSUSING SYLLABLE -LEVEL
FEATURE ALONE

e(s) =
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The retrieval performance using different combinations of over- TABLE V

i - - ; FOUR SETS OFRETRIEVAL RESULTS WITH RESPECT TODIFFERENT
lapping syllable segmeljts alone’. not including ?y"able pairs COMBINATIONS OF OVERLAPPING SYLLABLE SEGMENTS S(NV) (TQ:
separated by syllables, is shown in Table V. In this table, the TEXT QUERIES SQ: SPEECH QUERIES TD: TEXT DOCUMENTS
first column is the results for using(N), N = 1, only, the SD: SPEECHDOCUMENTS)

second column is the results whéiiN), N = 2, was used

Average S(N), N=1 S(N), N=1~2  |S(N), N=1~3 S(N), N=1~4 S(N), N=1~5
in addition, the third whe(V), N = 3, further used in addi-  precision
tion, and so on. In each case when an extra type of indexing terrom 0.4743 0.9656 0.9695 0.9695 0.9695
was added, the weighting parameigrin (5) was tuned empir-  STD 04137 0.8898 0.8941 0.8940 0.8949
ically to give the best results. For all four categories of retrieval'¥/s2 03456 0.7009 0.7036 0.7034 07034
TQ/TD, SQ/TD, TQ/SD, SQ/SD, it can be found from Table V3¥*2 03120 06583 0.6620 06620 0.6620
that S(V), N = 1, gives reasonable performance of retrieval,
but the retrieval performance was significantly improved when TABLE VI

; ; FOUR SETS OFRETRIEVAL RESULTSWHEN THE OVERLAPPING SYLLABLE
the syllable segments fo_r |ndex!ng were eXt(_anded fore: 1 SEGMENTSS(N), N = 1~3, WERE COMBINED WITH SYLLABLE PAIRS
to N = 2, and another limited incremental improvement Wasgpararep ey n SyLLABLES, P(n), FOR DIFFERENT? (TQ: TEXT QUERIES
obtained when extended f§ = 3. But the performance was SQ: $EECHQUERIES TD: TEXT DOCUMENTS SD: SPEECHDOCUMENTS)

kind of saturated whetv = 3. Further increasingv up to four

. Average S(N), N=1~3 S(N), N=1~3 S(N), N=1~3 S(N), N=1~3
or five was not helpful any more. Apparentiy V), N = 1~3, Precision Poy =1l | P, n=1~2 | Py, n=1-3 P(n), n=1-4
carry plenty of linguistic information for retrieval for the Chi- Tomp 0.9711 0.9726 0.9740 0.9742
nese language probably due to the reasons mentioned in Seswt 0.8946 0.8967 0.8982 0.8977
tion V-A, including the fact that 91% of the top 5000 most fre- TsD 0.7081 6.7142 0.7148 0.7128
quently used polysyllabic Chinese words are bi-syllabic, and*¥*2 9.6681 96731 06739 06720

words or phrases up to three syllables do bring very useful in-

formation. These results are in general in parallel with those afsmbinationS(N), N = 1~2, i.e., with mono-character or
tained previously using the phone-level (a phone is a small@bno-word, and overlapping segments of two characters or
acoustic unit than a syllable) indexing approaches for Englisflo words, respectively, for each case. The results of the syl-
[15], [24], [29]. When the syllable pairs separated/bgylla- |able-based indexing approach in the first column of Table VII
blesP(n), n = 1, 2, 3, 4, were additionally used as indexingare simply copied from those in Tables V (first two columns)
terms with results shown in Table VI, it can be found thatin gemd VI (third column).
eral the retrieval performance can be further improvedifap  First, it is easy to see from the first two columns of Table VI
to three probably due to the reasons mentioned in Section Vfat the retrieval performance for the character-based indexing
The improvements become relatively limited especially whegpproach (second column) is in close parallel to that of the
the syllable pairs were separated by more syllables, probaBlylable-based approach (first column) but always worse
because too many noisy terms also introduced unavoidable 08811 versus 0.8982 for SQ/TD, 0.6988 versus 0.7148 for
terferences in such cases. From Tables V and VI, the best corg/sD, 0.6515 versus 0.6739 for SQ/SD), except when both
bination of indexing features for the experimental task here d@eries and documents have perfect transcriptions, for which
S(N), N = 1~3, plus P(n), n = 1~3, in general, which in- the character-based approach is slightly better (0.9778 versus
cludes six types of indexing terms. This combination was th@sg740 for TQ/TD). This is reasonable taking into account the
used in all the following tests. various considerations for the syllable-level information to be
used for retrieval as mentioned above. For example, personal
names or other out-of-vocabulary words including those with
flexible structures may be recognized as wrong characters, but
the syllables may directly carry the correct information, and
so on. When both the queries and the documents have perfect
Here, discriminating capabilities of syllable-level features itranscriptions (for TQ/TD), however, such issues automatically
the Mandarin spoken document retrieval task were comparmidappear in most cases and the character-level information
to those at the character- and word-levels. The fusion isf much more precise (every syllable is shared by more than
information from these three different levels of knowledgene homonym characters). Note that even in such case of
will be investigated in the next section. For the charactefQ/TD, the character-based approach is only very slightly
and word-based approaches, the indexing features and feahetter than the syllable-based approach. The strong discrimi-
vectors were constructed in exactly the same way and thating capabilities of the syllable-level features are apparently
information retrieval model was also exactly the same as thoserified here. Also, because every character is pronounced as a
described in Section V, except that the units for indexing wereonosyllable, there exists a clear syllable/character correspon-
characters and words instead of syllables. The combinationd&nce relationship, and the time span of a syllable segment
indexing featuresS(N), N = 1~3, andP(n), n = 1~3, was S(N) or the time separation between a syllable pRim)
used here for evaluation and the retrieval results are preserdes exactly the same for those of a corresponding character
in Table VII. Also listed in Table VII for reference, as the firstsegmentS(/N) or a corresponding character pdf(n) with
and the second numbers in the parentheses, are the resbkssamelN or n. This may be the reason why the average
obtained using only the indexing term&(/V), N = 1, or the precisions for the two approaches are in close parallel for the

VIl. COMPARING THE DISCRIMINATING CAPABILITIES OF
SYLLABLE -LEVEL FEATURES WITH CHARACTER- AND
WORD-LEVEL INFORMATION
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TABLE VII
FOUR SETS OFRETRIEVAL RESULTS FORCOMPARISON OF THESYLLABLE -,
CHARACTER-, AND WORD-BASED INDEXING APPROACHES THE FIRST AND
SECOND NUMBERS IN THE PARENTHESES ARE THERESULTS WHEN ONLY
S(N), N =1AND ONLY S(N), N = 1~2, WERE USED RESPECTIVELY,
WHILE THE NUMBERS IN FRONT OF THEPARENTHESES ARETHOSE WHEN
S(N), N =1~3, P(n), n = 1~3 ARE ALL USED TOGETHER

Average Precision

Syllable-based

Character-based

Word-based
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VIIl. FUSION OF SYLLABLE -, CHARACTER- AND
WORD-LEVEL INFORMATION

Although the syllable-based indexing features have been
shown to provide very strong discriminating capabilities
in Mandarin spoken document retrieval, the character- and
word-level information does bring extra knowledge which does
not exist in the syllable-level information. For example, the

TQ/D 09740 (0.4743. 0.9656) 0.9778 (0.7680, 0.9604) [0.9027 (0.8804, 0.9003) T . )
2 ( i ( ) ( ambiguities caused by different homonym characters sharing
SQ/ID 0.3082 (04137, 0.8898) [0.8811 (0.6671, 0.8676) [0.7755 (07489, 0.7683) th bl be clarified by the ch t T

TQ/SD 0.7148 (0.3456, 0.7000) [0.6988 (0.5577, 0.6872) [0.6160 (0.5988, 0.6138) € same syllable can be Clariied by the characters, an e

SQ/SD

0.6739 (0.3120, 0.6583)

0.6515 (0.5136, 0.6429)

0.5549 (0.5386, 0.5534)

words carry much more semantic information than the sylla-

bles. It is therefore believed that a proper fusion of syllable-,
character-, and word-level information would be helpful for
cases of SQ/TD, TQ/SD, and SQ/SD. Furthermore, when onlyandarin spoken document retrieval. To study the properties
S(N), N = 1, was used (first numbers in the parentheseg); sych information fusion, the relevance measure between the

the character-based approach give much better results than(éjhgry and document can be modified as
syllable-based approach (0.7680 versus 0.4743 for TQ/TD,
0.6671 versus 0.4137 for SQ/TD, 0.5577 versus 0.3456 far/_, - L 7 L L
TQ/SD, 0.5136 versus 0.3120 for SQ/SD), apparently becal%éq’ d) = wsls (q’ d) +weRe (q’ d) +wollw (q’ d)’
mono-characters are much more precise and monosyllables Wy +we +wy, =1 (6)
cause much more ambiguities as mentioned above. However,
whenS(N), N = 2, was added, very significantimprovementsvhich is simply the weighted sum of the relevance scores
were obtained in both cases (the second numbers versusftitethe syllable-, character- and word-level indexing features,
first numbers in the parentheses of the first two columns), adtk (7, d), Rc(q, d), and Rw (g, d), respectively, as used in
the results of the two approaches become in close parallel, tie above. The weighting parametets, w. andw,,, were ob-
viously because of the plenty information carried by segmerttsned empirically at the moment. The results of using indexing
of two syllables or two characters, including the large numbégaturesS(N), N = 1~3, andP(n), n = 1~3, all together
of frequently used bi-character (or bi-syllabic) words. Alsare shown in the last column of Table VI (- C + W, syllable
comparing the second numbers in the parentheses for the fiolsts character plus word). For comparison purposes, the results
two columns, it can be found that the syllable-based approdcih the fusion of any two out of the three levels of information
significantly outperforms the character-based approach as larg also listed in the first three columns of Table VI§1 { C,
as S(N), N = 2, can be included. This again verified thesyllable plus character, similarly + W andC + W).
strong discriminating capabilities of the syllable-level features. Several interesting observations can be made from
For the word-based approach in the last column, on the otff@ble VIII. First, comparing the first, second, and last
hand, the results fo§(N), N = 1 (the first numbers in the columns & + C, S + W and S + C + W) of Table VIl
parentheses), are the best among the three columns (0.8&@# the best results using the syllable-level information only
for TQ/TD, 0.7489 for SQ/TD, 0.5988 for TQ/SD, 0.5386 foin Table VII (first column), it is clear that in all cases adding
SQ/SD). The words obviously provide the most precise infoeither the character- or word-level information or both to the
mation than any subword units such as characters or syllablgd|able-level information always gives better results. In other
if only one unit can be used. However, when more indexingords, the extra knowledge brought by the character- and
terms can be included, the results for the word-based approacird-level information is apparently useful. Second, for cases
become always the worst in all cases, and in fact significantlyith speech recognition errors in either queries or documents
worse than the corresponding syllable- or character-basmdboth (SQ/TD, TQ/SD, SQ/SD), the fusion of character- and
approaches, even for the case of perfect transcriptions feord-level information but not including the syllable-level
both queries and documents (TQ/TD). The out-of-vocabulamyformation C + W, the third column in Table VIII) gives
problem and the very flexible wording structure mentionesignificantly worse results than using the syllable-level infor-
previously are two of the many possible reasons. In additiomation alone (first column in Table VII) (0.8788 versus 0.8982
a Chinese word can be composed of one to several charactersSQ/TD, 0.7003 versus 0.7148 for TQ/SD, 0.6513 versus
(or syllables), so the time span for a word segn#&{i¥) or the 0.6739 for SQ/SD). This further verified that the discriminating
time separation for a word paiP(n) can be much longer ascapabilities of the syllable-level indexing features are very
compared to the corresponding syllable or character segmeuiten stronger than those of the character- and word-level
S(N) or pairs P(n) even for the saméV or n, which may indexing features for the task studied here. The only exception
naturally introduce more interfering noisy indexing termds for the perfect transcription case (TQ/TC) (0.9803 versus
From these experimental results, we can conclude that t!&740), in which the complete correct characters and words do
subword-based (syllable- and character-based) approachegangide more precise information than the syllables only. Third,
better than the word-based approach for the Mandarin spokba discriminating functions of syllable- and character-level
document retrieval task, though many research results havfrmation are apparently additive. The results in the first
indicated that the word-based approach is very useful in suoblumn of Table VIII (S 4+ C) is significantly better than
tasks for western languages such as English [24], [35]. using either the syllable-level information alone (first column
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TABLE VIII introduce interfering indexing terms in the retrieval processes.

FOUR SETS OFRETRIEVAL RESULTS FORFUSION OF THESYLLABLE-(S), |t i therefore desirable to develop techniques to effectively
CHARACTER-(C'), AND WORD-BASED (1) INDEXING APPROACHES . L
“S 4 C" MEANS SYLLABLE -LEVEL FEATURES PLUS CHARACTER-LEVEL condense the syllable lattices and select the most discriminating

FEATURES, AND SO ON indexing terms, while deleting those syllable candidates or
e W oW oW indexing terms which may not be helpful. In this section, three
Average Precision techniques along this direction are presented. They are the
ZSQDD zzgzz EZ;ZE E:ZZ ﬁzf,z syllable-level utterance verification technique [31], the deletion
Q%D e T S T of low-frequency indexing terms, and the stop terms.
SQ/SD 0.6829 0.6780 0.6513 0.6814

A. Syllable-Level Utterance Verification (SUV)

] ] When the number of syllable candidates for each utterance
of Table VII) or the c_haracter-level information alone (Secongegmentwhich may include a syllable (or the depth of the syllable
column of Table VII) in all four cases TQ/TD, SQ/TD, TQ/SDjattices) is increased from one ta, the number of syllable
SQ/SD. Fourth, similar additive discriminating funCtiO”%egment§(N) and syllable pairs separated hysyllables is
can be more or less found, but not prominent, for the fusiQRcreased from one ta”™ andm?, respectively. Although one of
of syllable- and word-level information (second column ofhem may be exactly correct and provide the right information,
Table VIII) as compared to each individual information (firsthe othern™ —1 orm?2 — 1 indexing terms all carry one or more
and third columns of Table VII) and the fusion of charactefyrong syllables, and therefore are noisy terms and inevitably
and word-level information (third column of Table VIIl) ascayse interferences in the retrieval processes. The situation
compared to each individual information (second and thighcomes even worse when eitheor IV is larger. A relatively
columns of Table VII). But, in both cases, the additional gaigimple syllable-level utterance verification technique was thus
brought by the word-level information is relatively limited, anq,sed here. The basic idea is that any occurrence of the indexing
in fact for the latter case the extra word-level information dighrms with an acoustic confidence measté) in (2) below a
degrade the performance for the character-level informatigRe.assigned threshold is simply deleted. The threshold can be
alone for SQ/TD and SQ/SD cases (comparihg- W' in the jfferent when constructing different types of indexing features.
third column of Table VIII with the character-based alone in thene results for such a simple verification approach are list in the
second column of Table VII, 0.8788 versus 0.8811 for SQ/Tfst three columns of Table IX, which is for SQ/SD only. As can
and 0.6513 versus 0.6515 for SQ/SD). Finally, comparing found inthe table, when using top one syllable candidates only
the first and the last columns in Table VIIE(+ C' versus (ine first column), the total number of indexing terms for the six
S + C + W) again indicates the same situation, i.e., add"l?pesofindexing terms discussed previousigly ), N = 1~3,
the extra word-level information to the syllable- and Chal'andp(n)7 n = 1~3]was 7.96x 10°. If all the top five syllable
acter-level information yields only negligible improvements, i¢andidates were included (the second column), the total number
not degrading the performance. All of these again verified thgf indexing terms was tremendously increased to 4<520°
the subword-level (syllable- or character-level) information ignile the retrieval performance was slightly improved from

more useful in Mandarin spoken document retrieval. 0.6739 to 0.6781. Apparently, the extra indexing terms did
bring both useful information and noisy interferences. But when

IX. IMPROVED SYLLABLE -LEVEL INDEXING FEATURES the indexing terms with lower acoustic confidence measures
FROM SYLLABLE LATTICES were deleted (the third column), the retrieval result was further

' d to 0.6826 while th ber of indexing t duced
The syllable-based indexing approach discussed above hrgl r%\(/)ex (1)()6 while the number o indexing terms reduce

shown its strong discriminating capabilities for Mandarin
spoken document retrieval tasks. However, the size of such
syllable-based indexing terms can be huge if constructed
from syllable lattices with multiple syllable candidates for The contemporary newswire text corpus collected for
each utterance segment which may include a syllable. In Ehguage model training as described in Section IV-A can
the above experiments, in order to reduce the computatialso provide very good information cues in identifying and
requirements, only the top one syllable candidates were usediliering out the infrequent indexing terms. In other words, it is
constructing the syllable-based indexing terms, and as a resgsumed here the statistical characteristics of syllables in the
some information in the syllables lattice were inevitably lostontemporary newswire text corpus were similar to that of the
For example, the accuracies for the top one syllables used in §ppken document collection to be retrieved, and low-frequency
above experiments were 89.2% and 73.37%, respectively, fodexing terms very often include some wrong syllables, thus,
speech queries and speech documents, as shown in Table litaifi be deleted. The statistical distributions of the indexing
the top five candidates in the syllable lattices can all be usedtesms used her&(~N), N = 1~3, andP(n), n = 1~3, in the
construct the indexing features, the inclusion rates for correawswire text corpus were therefore calculated as the reference
syllables can be as high as 92.28% and 84.78%, respectivédy, pruning. Taking the indexing term§(N), N = 2, for

for speech queries and speech documents. However, includaxgmple, an specific indexing term composed of the segment of
all the top five syllable candidates not only increases the cotwo syllables(sy, s;) was deleted if the ratio of the frequency
putation requirements, but the wrong syllable candidates atsmunts of the segmef(s;, s;) to the total of frequency counts

Deletion of Low-Frequency Indexing Terms (DLF)



CHEN et al: DISCRIMINATING CAPABILITIES OF SYLLABLE-BASED FEATURES 311

TABLE IX user’s intention. In this research, a blind relevance feedback
RETRIEVAL RESULTS AND NUMBERS OF SYLLABLE -LEVEL INDEXING TERMS procedure was used to reformulate the initial query expression
FOR THE SQ/SD QASE WHEN IMPROVED TECHNIQUES FORGENERATING . i .
MULTIPLE INDEXING HYPOTHESESWERE INCORPORATED(SUV: automatically based on the modified Rocchio formula [20], [33]
SYLLABLE -LEVEL UTTERANCE VERIFICATION; DLF: DELETION
OF LOwW FREQUENCY INDEXING TERMS; ST: SroP TERMS) F=a-G+08- Z I — ~ Z T @
= A ¥
Syllable-based (S(N), N=1~3, P(n}, n=1~3) d.eD,. d;€D;rr
Topl TopS Top5 Top5 Top5
SUV al SUV+DLF o o o -
N — - e Do [ OUST wheregandg” are the initial and modified query feature vectors,
squsp (e Frectsion | D, andD,,.. are the sets of relevant and irrelevant documents,
T n T T 3 5 . P . . .
Indexing Term Size | 7.96x10° [4.52x107 3.30x10° | 9.24x10 515 x10 respectively, and, 5 andy are empirically adjustable weighting

parameters. The results will be given in Section X-C.

of all ppssible segment_s of two syllables in the_' contemporaﬁ( Term Association Matrix (TAM)
newswire text corpus is less than a pre-assigned value

The pruning threshola, was different for different types of ~ The indexing terms co-occurring frequently within the same
indexing terms. The results can be found in the fourth colunfiiort passages of documents very often jointly describe some
of Table IX. When the deletion of low-frequency indexingsPecific events, areas or topics, and thus may have some degree
terms (DLF) was additionally applied, the total number o?f synonymity association [33]. Based on this assumption, the
indexing terms was reduced from 3.3010° to 9.24x 10°, or database of speech documents to be retrieved as described
only 27.23% of the original size, and in particular the numbdp Section Il was automatically divided into a total of 8152

of the indexing termsS(3) was actually dramatically reducedPassages based on the silence boundaries. A global association

from 1.89x 10° to 4.18x 10*. However, the average precisionMatrix A was then constructed for each type of the indexing
was improved from 0.6826 to 0.6875. terms, in which each entry(m, n) stands for some kind of

association between two specific indexing tertys and ¢,,
C. Stop Terms (ST)

Inword-based information retrieval, a stop word listis usually a(m, n) = c"# (8)
used to remove the noncontent words. For the syllable-based ap- Em + Cn = Cm,n
proach developed here, a similar syllable-based stop term \I/ivcﬁerec
can be constructed for the indexing terms used here basedO

the IDF scores in (2). For each type of indexing terms, S?grmstm andt,, and é,, ,, is the total number of passages

géév )r}'f]V :n;;gnar:grfn(gz’g - 1t; ?ﬁg;gﬂ/é g?g;f;igl::;tlyeput of the 8152 which include both, andt,. For example,
urring indexing \.€., Wi W W m, n) = 1if ¢, andt,, always appear in the same passage,

taken as the stop terms and removed from the indexing represg? da(m, n) = Oif £, and, never appear in the same passage
tations. The pre-assigned numberdifor the stop terms were The query feature vector is then reformulated by including in

different for different types of indexing terms. We can see fror,g’rl'e new query expression a limited number of extra indexing

the last column of Table IX that the retrieval performance Warms which have the highest synonymity association to those

f“r”.“?f improved to 0.6901_wheq the gtop term I.'St was appl nzero indexing terms existing in the original query expression.
additionally, although the size of indexing terms is reduced O’”%e results will be given in the following

very slightly.

. ande,, are, respectively, the total numbers of passages
Oof the 8152 in the entire database which include the indexing

C. Experimental Results

The retrieval results for the above schemes applied to the
syllable-level indexing features studied here are summarized
Quite several techniques have been proved to be effectidethe first row of Table X. The baseline result on the left

for word-based approaches in retrieving both text and speashthe highest result in Table IX. It can be found from this
documents in western languages [20], [33], but it is relativelpw of results that the blind relevance feedback previously
less known whether these techniques are equally effective feund useful in word-based approaches for English is also
the Chinese language with syllable-based approaches. In {g&ful in the syllable-based approach here for the Chinese
section, two prevailing techniques in this category are therefaggguage (0.6901 improved to 0.7111 for “+BREF alone”).
applied on the syllable-based approach and investigated. Th&ywever, the term association matrix only provided relatively
are the blind relevance feedback and the term associatipfited improvements (0.6901 improved to 0.6962 for “+TAM
matrix. alone”), probably because the synonymity association really
) makes good sense only when defined among words with
A. Blind Relevance Feedback (BREF) semantics. But the syllables do represent multiple homonym
It has been found that some indexing terms not appearingdnaracters with different meanings, therefore the synonymity
the query may still act as useful cues for relevance judgmenassociation defined among syllable-level indexing terms also
For example, the information from the relevant or irrelevararry some limited information but some ambiguity as well.
documents selected or deleted in the first stage retrieval dAthen both approaches of the blind relevance feedback and
be further used to identify the indexing terms relevant to thhe term association matrix were applied together (0.7148 for

X. FURTHER RETRIEVAL TECHNIQUESAPPLIED ON
SYLLABLE -BASED FEATURES
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“+TAM+BREF"), the result was slightly better than the case of TABLE X

using the blind relevance feedback alone (0.7111 for u+BRE|—_RETRIEVAL RESULTS FOR THESQ/SD QASE FORSYLLABLE -, CHARACTER-
AND WORD-BASED INFORMATION AND FUSION OF THEM, WHEN THE TWO

alone”). This again indicated that the synonymity association ' |yprovep RETRIEVAL TECHNIQUESWERE APPLIED (BREF: BLIND

is helpful but with only limited effects. RELEVANCE FEEDBACK; TAM: TERM ASSOCIATIONMATRIX; “S + C” M EANS
SYLLABLE -LEVEL FEATURESPLUS CHARACTER-LEVEL FEATURES AND SO ON)

XI. FURTHER COMPARISON AND FUSION WITH CHARACTER- Average Precision | Bascline | +BREFalone | +TAMalone |+ TAMY BREF
) W L | Syllable (S) 0.6901 0.7111 0.6962 0.7148
AND ORD-LEVEL INFORMATION Character (C) 0.6515 0.6768 0.6573 0.6781
Although it has been shown in the previous two sections tha Word (W) 0.3549 0-3870 0.589% 0.5922
. . . . . / X 0.7233
some improved approaches may utilize the discriminating func 3*°|__$*¢ 0.6989 g;i;g 2322 o

H H H . W 0.6952 A A A

tions of syllable-level indexing features better, it was also founc z:w s e b i
previously that the discriminating functions of character-level oW o s o i,

indexing features are in close parallel with those of syllable
level indexing features, and the fusion of syllable-, character-

and word-level information is helpful. Therefore, in this sectiofems based on the given spoken document collection, which
we further applied some of the improved approaches mentiongd somehow similar. The information cues captured by these
above on character- and word-level indexing features, and triggh techniques are therefore additive only to a very limited
to examine the results when different levels of indexing featurggent. Third, the results for the syllable- and character-based
were integrated. The results for SQ/SD case are listed in the "&Shroaches in the first two rows of Table X are again in close
partof Table X. The approaches of the blind relevance feedbagita|ie|, except those for the syllable-based approach (first
and the term association matrix were directly applied to Char'&jw) are always about 0.035 to 0.040 higher. This is in good
acter- and word-level indexing features in exactly the same Wa¥reement with what was found previously in Table VILI.
as described previously, except the syllables were replacedmy it from the results for information fusion in the last four
characters or words. Those approaches used for syllable lattigggs in Table X 6 + ¢, S + W, C + W, andS + C + W)
in Section IX, the utterance verification and some pruning t€Clje can see that under all the four experimental conditions
niques, on the other hand, are not necessanlye_qually applicafygseline, +BREF alone, +TAM alone, and +TAM+BREF),
or effective for character-, and word-level mdgxmg features. $Qe phenomena observed previously in Table VIl were almost
they were not used here. The second and third rows of Tabl&gmpletely reproduced here. For example, integrating either
are the results for character- and word-level indexing featurgs, cnaracter- or word-level information or both with the syl-
individually, where the baseline on the left are the best resujts)|a_jevel information§ +C, S-+W or S +C+W) achieved
from Table VII. The lower rows of Table X are the results fopetter results than using the syllable-level information only, so
information fusion. _ _the syllable-level information is additive with the character-
Interesting observations can be made here. First, 100king 4y word-level information. Also, the fusion of character- and
the first three rows of Table X, it can be found that the bling|,q,q-level information ¢ + W) gave slightly worse results
reference feedback (+BREF alone) is equally effective for thgap ysing the character-level information only. Many of such
subword-based (the character- and syllable-based) approa omena have been discussed in detail previously, so not
as for the word-based approach (the retrieval performanggeated further here. But the strong discriminating capabilities
was improved from 0.6901 to 0.7111 for the syllable-baseqf syjiaple-level indexing features are again verified here.
approach, from 0.6515 to 0.6768 for the character—ba;ed, fr@rma”y, with all these improved techniques (+TAM+BREF)
0.5549 to 0.5870 for the word-based). Query expansion basgg information fusion{ + C + W), the best average precision

on the term association matrix (+TAM alone), on the othgfchieved was 0.7274 for the SQ/SD case, which is only slightly
hand, is even more effective than the blind relevance feedbagliar than the best results using syllable-level features only

for the word-based approach (from 0.5549 improved to 0.58?@_7148 on the right of the first row).
versus 0.5870), but achieves only relatively insignificant
improvements for the subword-based approaches (from 0.6515
to 0.6573 for the character-based and from 0.6901 to 0.6962 for
the syllable-based). One possible reason may be, as mentionethis paper presents the initial results of a long-term research
previously, that the word-level indexing terms carry morproject toward voice retrieval of Mandarin speech information.
precise semantic information than the subword-level one&3pnsidering the monosyllabic structure of the Chinese lan-
therefore the word-level synonymity terms can offer muchuage, a whole class of indexing features using syllable-level
more information cues, while the subword-level synonymitgtatistical characteristics was investigated. The experimental
terms cannot. Second, when the term association matrix andtigults have shown that the overlapping syllable segments with
blind relevance feedback were jointly applied (+TAM+BREF)length N can capture the information of polysyllabic words
the retrieval performance was only slightly better than usirg phrases, while the syllable pairs separatedhbsgyllables

the blind reference feedback alone (+BREF alone). This éan tackle the problems arising from the flexible wording
exactly the same for all the three cases, the syllable-, characstructure, abbreviation, and speech recognition errors. The
or word-based, probably because both the blind reference festtong discriminating capabilities of the syllable-based features
back and the term association matrix try to select extra indexing compared to the word- or character-based were verified,

XIl. CONCLUDING REMARKS AND FUTURE WORK
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and good approaches to integrate such capabilities with chajz4]
acter- and word-level information to achieve the best retrieval
performance were also investigated, including some improve&S]
techniques to obtain better indexing features or expanded
query expressions. The techniques developed in this paper
are currently being applied to the topic detection and trackind?®!
databases (TDT-2 and TDT-3) of Mandarin broadcast news in
a next-stage project. This project is now in good progress, angd7]
initial results very similar to what were found here in this paper

are being generated [36].
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