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Leveraging Kullback–Leibler Divergence Measures
and Information-Rich Cues for Speech Summarization
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Abstract—Imperfect speech recognition often leads to degraded
performance when exploiting conventional text-based methods
for speech summarization. To alleviate this problem, this paper
investigates various ways to robustly represent the recognition
hypotheses of spoken documents beyond the top scoring ones.
Moreover, a summarization framework, building on the Kull-
back–Leibler (KL) divergence measure and exploring both the
relevance and topical information cues of spoken documents and
sentences, is presented to work with such robust representations.
Experiments on broadcast news speech summarization tasks
appear to demonstrate the utility of the presented approaches.

Index Terms—Kullback–Leibler (KL) -divergence, multiple
recognition hypotheses, relevance information, speech summa-
rization, topical information.

I. INTRODUCTION

I N THE era of Internet explosion, the information overload
problem calls for considerable research effort to investigate

efficient and effective technologies for managing the rapidly
growing amount of textual information and multimedia con-
tent. Automatic summarization systems which enable users to
quickly digest the important information conveyed by either a
single or a cluster of documents are indispensible when dealing
with this problem. The research of text summarization dates
back to the late 1950s [1] and has continued to be an attractive
subject of much research [2], [3].

A summary can be either abstractive or extractive. In abstrac-
tive summarization, a fluent and concise abstract that reflects
the key concepts of a document (or set of documents) will be
provided, whereas the summary is essentially formed by se-
lecting salient sentences from the original document in extrac-
tive summarization. The former requires highly sophisticated
natural language processing techniques, including semantic rep-
resentation and inference, as well as natural language genera-
tion; this would make abstractive approaches difficult to repli-
cate or extend from constrained domains to general domains.
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Thus, in recent years, researchers have tended to focus on ex-
tractive summarization. In addition to being extractive or ab-
stractive, a summary may also be generated by considering fac-
tors from other aspects, e.g., being generic or query-oriented.
A generic summary highlights the most salient information in a
document, whereas a query-oriented summary presents the in-
formation in a document that is most relevant to a user’s query.
Interested readers can refer to [2] for a comprehensive overview
of text summarization. Additionally, due to the maturity of text
summarization, the research focus has been extended to speech
summarization over the years. Speech summarization is antici-
pated to distill important information and remove redundant and
incorrect information caused by recognition errors from spoken
documents, enabling users to efficiently review spoken docu-
ments and understand the associated topics quickly [4]. It would
also be useful for improving the efficiency of a number of po-
tential applications like retrieval and mining of large volumes of
spoken documents. Most of the existing studies usually assume
that spoken documents equipped with the top one recognition
transcripts in text form are available, based on which the well-
established text summarization techniques can be applied [3].

Aside from traditional ad-hoc extractive text summariza-
tion methods, such as those based on document structure and
style information [5], linguistic information [6], proximity [7]
or significance measures [8] to identify salient sentences or
paragraphs, machine-learning approaches with either super-
vised or unsupervised learning strategies have gained much
attention and been applied with empirical success to many
summarization tasks [9]. For supervised machine-learning
approaches, the summarization task is normally cast as a
two-class (summary/non-summary) sentence-classification
problem: a sentence with a set of indicative features is input to
the classifier (or summarizer) and a decision is then returned
from it on the basis of these features. Representative super-
vised machine-learning summarizers include, but not limited
to, Bayesian classifier [10], support vector machine (SVM)
[11], and conditional random fields (CRFs) [12]. The major
shortcoming of these summarizers is that a set of handcrafted
document-reference summary exemplars are required for
training the summarizers; nonetheless, manual annotation is
often tedious and expensive in terms of time and personnel.
Moreover, such summarizers trained on a specific domain might
not be readily applicable to other domains due to, for example,
different document genres or word usages. The other potential
problem is the bag-of-sentences assumption implicitly made
by most of these summarizers. Put differently, sentences are
classified independently of each other, with little consideration
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of the dependence relationship among the sentences or the
global structure of the document.

Another stream of thought attempts to conduct document
summarization based on some heuristic rules or statistical
evidences between each sentence and the document, getting
around the demand for manually labeled training data. We
may name them unsupervised summarizers. For example, the
graph-based methods, including TextRank [13] and LexRank
[14], to name a few, conceptualize the document to be summa-
rized as a network of sentences, where each node represents
a sentence and the associated weight of each link represents
the lexical similarity relationship between a pair of nodes.
Document summarization thus relies on the global structural
information embedded in such conceptualized network, rather
than merely considering the local features of each node (sen-
tence). Put simply, sentences more similar to others are deemed
more salient to the main theme of the document. Some other
studies investigate the use of probabilistic models to capture
the relationship between sentences and the document content
[15]–[17]. Moreover, we have recently proposed a probabilistic
generative ranking approach for speech summarization, which
can perform the summarization task in a purely unsupervised
manner [18]. Each sentence of a document to be summarized is
treated as a probabilistic generative model or a language model
for generating the document, and important sentences are
selected according to their associated document-likelihoods.
Even though the performance of unsupervised summarizers
is usually worse than that of supervised summarizers, their
domain-independent and easy-to-implement properties still
make them attractive [9].

Most of the above methods can be equally applied to both
text and speech summarization; the latter, in particular, presents
unique difficulties, such as speech recognition errors, problems
with spontaneous speech, and the lack of correct sentence or
paragraph boundaries [3]. It has been shown that speech recog-
nition errors are the dominating factor for the performance
degradation of speech summarization when using recognition
transcripts instead of manual transcripts, whereas erroneous
sentence boundaries cause relatively minor problems [9],
[19]–[21]. A straightforward remedy, apart from the many
approaches to improving recognition accuracy, might be to
develop more robust representations for spoken documents.
For example, multiple recognition hypotheses, beyond the top
scoring ones, are expected to provide alternative representations
for the confusing portions of the spoken documents [22]–[24]

This paper extends our previous approach to speech summa-
rization [18] in several significant ways: 1) we first evaluate
the value of using multiple recognition hypotheses for repre-
senting spoken documents in the extractive speech summariza-
tion task; 2) a different summarization framework built on top of
the Kullback–Leibler (KL) divergence measure [25], [26] is pre-
sented as well to properly accommodate other extra information
cues for better summarization quality, where the sentence im-
portance is calculated based on the “model distance” between a
document and a sentence instead of the “document-likelihood”;
and 3) two alternative sentence ranking strategies, namely, the

sentence-wise strategy and the list-wise strategy, deduced from
such a framework are extensively investigated.

The rest of this paper is structured as follows. Section II eluci-
dates the summarization framework that leverages the KL-diver-
gence measure. Section III discusses various ways to robustly
represent the recognition hypotheses of spoken documents, in-
cluding the confusion network (CN) [27] and the position spe-
cific posterior lattice (PSPL) [23]. Section VI describes some
possible extensions, including the use of relevance and topical
information cues to enhance the performance of the proposed
summarization framework. Then, the experimental setup and a
series of experiments and associated discussions are presented
in Sections V and VI, respectively. Finally, in Section VII, some
conclusions are drawn which provide avenues for future work.

II. PROPOSED SUMMARIZATION FRAMEWORK

Extractive summarization produces a concise summary by se-
lecting salient sentences or paragraphs from an original docu-
ment according to a predefined target summarization ratio. Con-
ceptually, it could be cast as an ad hoc information retrieval (IR)
problem, where the document is treated as an information need
and each sentence of the document is regarded as a candidate in-
formation unit to be retrieved according to its relevance (or im-
portance) to the information need. Therefore, the ultimate goal
of extractive summarization could be stated as the selection of
the most representative sentences that can succinctly describe
the main theme of the document. In the past several years, the
language modeling (LM) approach have been introduced to a
wide spectrum of IR tasks and demonstrated with good empir-
ical success [28], [29]; this modeling paradigm has been suc-
cessfully adopted for speech summarization recently [18].

In our previous work [18], each sentence of a spoken docu-
ment to be summarized is treated as a probabilistic generative
model for generating the document, and sentences are selected
according to their generative probability , which can
be approximated by

(1)

where is the occurrence count of a specific type of word
(or term) in , reflecting that will contribute more in the
calculation of if it occurs more frequently in . The
simplest way is to estimate the sentence model on the
basis of the frequency of words occurring in the sentence, with
the maximum-likelihood estimation (MLE)

(2)

where is the number of times that word occurs in
and is the document length. However, the true sentence

model might not always be accurately estimated by MLE,
since the sentence consists of only a few sampled words and
the portions of the words present are not the same as the
probabilities of words in the true model. This phenomenon
is especially prominent for the sentences of a spoken docu-
ment when they are, respectively, represented solely by the
best recognition transcript generated by automatic speech
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recognition (ASR), i.e., the so-called 1-best recognition result,
which is often error prone. To alleviate this problem, one
may utilize other sophisticated techniques, such as language
model smoothing or topic modeling, for better sentence model
estimation [28]. Nevertheless, these approaches are restricted
in the context of speech summarization, since they strive only
to provide better estimation of each individual sentence model
[cf. (1)] [18] without contemplating better ways to represent
the whole spoken document.

In order to address the above drawback, we present a
different summarization framework, building on the KL-diver-
gence measure [25], [28], for important sentence selection or
ranking, which assesses the relationship between the sentences
of a document to be summarized and the document itself from
a more rigorous information-theoretic perspective. For this
idea to work, two different language models are involved in
the KL-divergence measure: one for the whole document and
the other for each sentence. We assume that words in the doc-
ument are simple random draws from a language distribution
describing some topics of interest and words in the sentences
that belong to the summary should also be drawn from the same
distribution. Therefore, we can use KL-divergence to quantify
how close the document and one of its sentences are: the
closer the sentence model to the document model

, the more likely the sentence would be part of the
summary. The divergence of the sentence model with respect
to the document model is defined by

(3)

where denotes a specific word in the vocabulary set ; and a
sentence has a smaller value (or probability distance) in terms
of is deemed to be more important. Then, the sum-
mary sentences of a given spoken document can be iteratively
chosen (i.e., one at each iteration) from the spoken document in
accordance with its corresponding divergence until the aggre-
gated summary reaches a predefined target summarization ratio.
Recently, Haghighi et al. [30] and Celikyilmaz and Hakkani-Tur
[31] also employed a similar criterion for importance sentence
selection in summarization of multiple text documents, and they
also proposed the use of topical information for the purpose of
language model smoothing. However, to our knowledge, this
criterion has not yet been extensively explored in the context
of speech summarization.

To go a step further, such an iterative (or greedy) selection
procedure described above may sometimes result in suboptimal
performance of importance sentence selection due to the fol-
lowing two main reasons: 1) a summary sentence is selected in-
dependently without considering the redundant information that
might be contained in the already selected summary sentences
and 2) the information carried by a verbose summary sentence
sometimes would be succinctly depicted by one or more other
concise (short) sentences which cover more topics of interest.
To alleviate the first problem (i.e., the redundancy problem), the
maximum marginal relevance (MMR) algorithm, which aims at
excluding those sentences which are too similar to the already
selected summary sentences, is always considered to be a rep-

resentative approach. For the second problem (i.e., the global
optimization problem), we may formulate the extractive sum-
marization as a maximum convergence problem under a sum-
mary length constraint and to solve the problem by some global
inference algorithms [32]. We, however, present here an alter-
native remedy to simultaneously deal with the above two prob-
lems on top of the KL-divergence measure. To do this, we con-
sider every possible combination (or subset) of sentences in a
spoken document as a candidate summary and then compute
its KL-divergence to the spoken document to be summarized.
Therefore, the best summary can be generated through the
following equation:

(4)

where denotes all possible combinations (i.e., the candi-
date summary set) of sentences in a spoken document and

denotes the model of a given candidate summary (i.e.,
the summary model). It should be noted that the length of any
possible candidate summary should satisfy the summary length
constraint. For clarity of presentation, we hereafter term (3) the
“sentence-wise” KL-divergence selection strategy and (4) the
“list-wise” KL-divergence selection strategy, respectively.

We may compare the proposed KL-divergence methods [cf.
(3) and (4)] with the LM method [cf. (1)] [18] from two as-
pects. On one hand, the ranking strategies of the KL-divergence
methods are based on the probability distance between the doc-
ument model and the sentence model (or the summary model),
instead of the likelihood of the words in the document being gen-
erated by the sentence model as that done by the LM method. On
the other hand, it is easy to show that the sentence-wise KL-di-
vergence method [cf. (3)] can be degenerated to the LM method
[18] once the document model is estimated merely on
the basis of the empirical frequency of words in the document
[28].

One has also to bear in mind that, in analogy with the LM
method, the true document or sentence model of the KL-di-
vergence methods might not always be accurately estimated by
MLE. However, the KL-divergence methods have the merit of
being able to accommodate more elaborate model estimation
techniques to improve summarization performance in a system-
atic way. For example, we can pair the KL-divergence methods
with robust spoken document representations, such as that using
multiple recognition hypotheses to offset the negative effect of
inaccurate 1-best recognition results. Alternatively, we can also
explore relevance or topical information cues [28] to get more
accurate estimation of the document or sentence models em-
ployed in the KL-divergence methods. A detailed account on the
above two possible refinements of the KL-divergence methods
will be given in the following two sections, respectively.

III. ROBUST REPRESENTATIONS OF SPOKEN DOCUMENTS

To tolerate errors resulting from imperfect ASR systems,
there has a great deal of research effort directed towards uti-
lizing word lattices or -best lists to provide more alternative
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recognition hypotheses in various speech transcription, transla-
tion, and retrieval tasks over the past several years [22], [24],
[27], [33]. A word lattice is usually exploited to serve as an in-
termediate representation of the ASR output. It is a connected,
directed acyclic graph where each arc includes a word hypoth-
esis along with a posterior probability (combining acoustic and
language model scores) as well as the time alignment informa-
tion. It provides a rich set of alternative recognition hypotheses,
and each path from the start node to the exit node stands for
one hypothesis of spoken word sequences. However, since a
word lattice often contains many confusing word hypotheses
(including word arcs with very low posterior probabilities) and
costs enormous storage space, various compact representations
of the word lattice have been developed [23], [33]. In this
paper, we investigate and compare the use of CN and PSPL for
representing spoken documents and sentences for the purpose
of speech summarization. Also worth mentioning is that we
treat each sentence as an audio segment for generating its
own word lattice while the sentence boundaries are determined
with the 1-best ASR transcript of the spoken document to be
summarized [9].

A. Confusion Network (CN)

A confusion network [27] is a multiple string alignment of the
speech recognition results, which transforms all hypotheses in
a word lattice into a sequence of equivalence clusters. The orig-
inal purpose of CN is used to minimize the expected word errors
by concatenating those words having the highest posterior prob-
ability in each equivalence cluster (or confusion set) to form the
recognition output, where the posterior probability of each word
hypothesis in a cluster can be thought of as the expected word
count. In implementation, the transformation of a CN represen-
tation from a word lattice is fulfilled by a two-stage clustering
procedure. The first stage is intra-word clustering, where clus-
ters have word arcs with the identical orthography are grouped
into a new equivalence cluster based on their temporal overlaps
and word posterior probabilities. The second stage is then to per-
form inter-word clustering , where several heterogeneous clus-
ters are iteratively grouped together according to their phonetic
similarity. Interested reader is suggested to refer to [27] for a
thorough and entertaining discussion of CN.

B. Position Specific Posterior Lattice (PSPL)

The basic idea of PSPL is to calculate the posterior proba-
bility of a word occurring at a specific position in a word
lattice [23]. The position is defined as the path length from a
start node of the lattice to a particular word. Since there might
be more than one path contains the same word in the same po-
sition, one would need to sum over all possible paths in a lattice
to compute the associated posterior probability (or the expected
count) of a word occurring at a given position of the lattice.
This computation can be accomplished by employing a mod-
ified forward–backward algorithm. For the forward search, the
forward probability of a word is partitioned into several
more subtle probability masses according to the length
of partial paths that start from the start node and end at ; while

the procedure of the backward search remains unchanged. Even-
tually, the posterior probability of a given word occurring at
a given position of the lattice can be easily calculated [23].

C. Pruning and Expected Count Computation

After the construction of CN or PSPL, a simple pruning pro-
cedure can be adopted to remove the unlikely word hypotheses
(i.e., words with lower posterior probabilities) [23]. For each
cluster (or position) , the pruning procedure first finds the most
likely word entry in it (i.e., the word with the highest posterior
probability). Then, those word entries that have log posterior
probabilities lower than that of the most likely one minus a pre-
defined threshold are removed from . As a final point, we
can compute the expected frequency count of each word in a
given audio segment

(5)

where is an arbitrary word that occurs in cluster (or at po-
sition) ; denotes CN (or PSPL) of audio segment ;

denotes the posterior probability of word
in cluster (or at position) of audio segment .

IV. INCORPORATION OF RELEVANCE AND

TOPICAL INFORMATION

As we have mentioned in Section II, the true document or
sentence model (or summary model) might not always be ac-
curately estimated when there are only a few words present in
the (erroneous) recognition transcript of a spoken document or
sentence. In order to shorten this potential defect, we explore
two extra information cues, i.e., the relevance and topical infor-
mation, to enhance the estimation of the document or sentence
model employed in the KL-divergence methods.

A. Relevance Information

According to the principle of statistical analysis, reliable es-
timation of a probabilistic model can be obtained by using a
large proportion of the data population being considered. Con-
sequently, a simple and intuitive way to improve the accuracy
of model estimation is to enlarge the size of the training data
sample. In this paper, the notion of relevance class, originally
proposed in the context of IR, is adopted here to facilitate ac-
curate estimation of the document and sentence models used in
the KL-divergence methods [34]. To illustrate, we take the sen-
tence model of the sentence-wise KL-divergence method [cf.
(3)] as an example. Each sentence of the spoken document

to be summarized has its own associated relevance class .
This class is defined as the subset of documents in the collection
that are relevant to the sentence . The relevance model (RM) of
the sentence is therefore defined to be the probability distribu-
tion , which gives the probability that we would ob-
serve a word if we were to randomly select a document from
the relevance class and then pick up a random word from
that document. Once the relevance model of the sentence is
constructed, it can be used to replace the original sentence model
or to be combined with the original sentence model to produce
a more accurate estimate. Because there is no prior knowledge
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about the subset of relevant documents for each sentence , a
local relevance feedback-like procedure can be employed by
taking as a query and posing it to an IR system to obtain a
ranked list of documents from a large document repository. The
top documents returned from the IR system are assumed to
be the ones relevant to , and the relevance model of can be
therefore constructed through the following equation:

(6)

where is the set of the top retrieved documents; and
the probability can be approximated by the following
equation, through a simple mathematical manipulation

(7)

A uniform prior probability can be further assumed for
the top retrieved documents, and the sentence likelihood

can be readily calculated if the IR system is imple-
mented with a language modeling approach [28], [29]. After
obtaining the relevance model, we can employ a two-stage
smoothing strategy to form the final sentence model

(8)

where is the background model estimated from a gen-
eral corpus, and the values of the interpolation weights and

can be empirically set based on the development set, or fur-
ther optimized by other estimation techniques [28], [29]. Along
a similar vein, the relevance model for the spoken
document to be summarized can be constructed as well.

B. Topical Information

On the other hand, there probably would be word usage mis-
match between a spoken document and one of its sentences even
if they are topically related to each other. Therefore, instead of
constructing the document and sentence (or summary) models
of the KL-divergence methods based on literal term informa-
tion (as previously described in Section II), we exploit proba-
bilistic topic models [35] to represent a spoken document and its
sentences through a latent topic space. For example, the associ-
ated document model of a spoken document to be summarized
is interpreted as document topic model (DTM) consisting of a
set of shared latent topics with docu-
ment-specific topic weights , while each topic offers
a unigram (multinomial) distribution for observing an
arbitrary word of the vocabulary

(9)

The key idea we wish to illustrate here is that the probability
of a word given by a document is not com-

puted directly based on the frequency of occurring in , but
instead based on the frequency of in a latent topic as well

as the likelihood that generates the respective topic , which
in fact exhibits some sort of concept matching [4]. Following the
same spirit, the sentence (or summary) model can be derived as
well.

There is a rich tradition of research in the realization of DTM.
The probabilistic latent semantic analysis (PLSA) [36] and the
latent Dirichlet allocation (LDA) [37] are often considered two
basic representatives of this research line and have motivated
many follow-up studies [28]. The difference between LDA and
PLSA lies in the inference of model parameters: PLSA assumes
the model parameters are fixed and unknown; while LDA places
additional a priori constraints on the model parameters, i.e.,
thinking of them as random variables that follow some Dirichlet
distributions. More concretely, LDA possesses fully generative
semantics by treating the topic mixture weights of the document
topic models as a whole as a -parameter hidden random vari-
able, rather than a large fixed set of individual parameters which
are explicitly linked to the training set; LDA, thus, could over-
come the over-fitting problem to some extent [37].

Meanwhile, rather than treating each entire spoken document
or sentence as a document topic model, we can regard each word

of the language as a word topic model (WTM) [38], [39]. To
get to this point, all words are assumed to share a same set of
latent topic distributions but have different weights over these
topics. The WTM model of each word for predicting the
occurrence of a particular word is expressed by

(10)

where and , respectively, are the probability
of a word occurring in a specific latent topic and the prob-
ability of the topic conditioned on the WTM model of .
Then, for example, each document can be viewed as a composite
WTM model, while the probability of a word generated by a
document can be expressed by

(11)

The resulting composite WTM model for , in a sense, can
be thought of as a kind of language model for translating any
word occurring in to an arbitrary word of the language.
The sentence (or summary) model can be constructed in a sim-
ilar fashion. Due to limited space, we refer the reader to [35],
[37], and [38] for a detailed account on the training of DTM
and WTM. Furthermore, words represented in a latent topic
space only offer coarse-grained concept clues about a document
(or sentence) at the expense of losing the discriminative power
among concept-related words in finer granularity. For the reason
of better discrimination ability and probability smoothing, we
use the same smoothing approach, introduced in Section IV-A
for the relevance model, to form the final DTM or WTM models.
For example, the unigram probability of a word oc-
curring in the document and the background model
are additionally used in association with the document or word
topic model, i.e., or .
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TABLE I
STATISTICAL INFORMATION OF THE BROADCAST NEWS DOCUMENTS

USED FOR THE SUMMARIZATION EXPERIMENTS

V. EXPERIMENTAL SETUP

A. Speech and Text Corpora

The speech data set used in this research is the MATBN
corpus [40], which is different from the set of broadcast news
documents used in our previous studies [18]. It contains ap-
proximately 200 hours of Mandarin Chinese TV broadcast
news collected by Academia Sinica and the Public Television
Service Foundation of Taiwan between November 2001 and
April 2003. The content has been segmented into separate
stories and transcribed manually. Each story contains the
speech of one studio anchor, as well as several field reporters
and interviewees. A subset of 205 broadcast news documents
(spoken documents that covered a wide range of topics) com-
piled between November 2001 and August 2002 was reserved
for the summarization experiments.

A large number of text news documents collected by the Cen-
tral News Agency (CNA) between 1991 and 2002 (the Chinese
Gigaword Corpus released by LDC) were used. The documents
collected in 2000 and 2001 were used to train -gram language
models for speech recognition with the SRI Language Modeling
Toolkit [41]. In addition, a subset of about 14 000 text news doc-
uments, compiled during the same period as the broadcast news
documents to be summarized, was used to estimate the relevance
model in (6) and the background model in (8), as well as the
word topic model in (10).

B. Spoken Documents for the Summarization Experiments

Three subjects were asked to create summaries of the 205
spoken documents for the summarization experiments as refer-
ences (the gold standard) for evaluation. The summaries were
generated by selecting 50% of the most important sentences
in the reference transcript of a spoken document, and ranking
them by importance without assigning a score to each sentence.
The average Chinese character error rate (CER) obtained for the
205 spoken documents was about 35% [42], [43]. Table I shows
some basic statistics about the 205 spoken documents.

C. Performance Evaluation

For the performance evaluation of summarization results,
we adopted the widely used ROUGE measure [43] because
of its higher correlation with human judgments [44], [45].
The ROUGE measure evaluates the quality of an automatic
summary by counting the number of overlapping units, such as

-grams, longest common subsequences, or skip-bigram, be-
tween the automatic summary and a set of reference (or manual)
summaries. Three variants of the ROGUE measure were used
to assess the utility of the proposed methods. They are, re-
spectively, the ROUGE-1 (unigram) measure, the ROUGE-2

TABLE II
LEVELS OF AGREEMENT BETWEEN THE THREE SUBJECTS FOR IMPORTANT

SENTENCE RANKING FOR THE EVALUATION SET

(bigram) measure, and the ROUGE-L (longest common subse-
quence) measure. Generally speaking, the ROUGE-1 measure
is to evaluate the informativeness of automatic summaries while
the ROUGE-2 measure is to estimate the fluency of automatic
summaries. On the contrary, ROUGE-L does not reward for
fixed-length -grams but instead for a combination of the
maximal substrings of words, which works well in general for
evaluating both content and grammaticality.

The summarization ratio, defined as the ratio of the number
of words in the automatic (or manual) summary to that in the
reference transcript of a spoken document, was set to 10% in
this study. Since increasing the summary length tends to in-
crease the chances of getting higher scores in the recall rate
of the various ROUGE measures and might not always select
the right number of words in the automatic summary as com-
pared to the reference summary, all the experimental results re-
ported hereafter were obtained by calculating the F-scores of the
ROUGE measures [44]. Table II shows the levels of agreement
between the three subjects for important sentence ranking. Each
of these values was obtained by using the summary created by
one of the three subjects as the reference summary, in turn for
each subject, while those of the other two subjects as the test
summaries, and then taking their average. These observations
seem to reflect the fact that people may not always agree with
each other in selecting the important sentences for representing
a given document.

VI. EXPERIMENTAL RESULTS AND DISCUSSIONS

A. Experiments on the KL-Divergence Methods and Different
Representations of Spoken Documents

We first show the baseline performance of the language
modeling (LM) approach to summarization [18], i.e., the LM
method [cf. (1)], on the evaluation set by using the manual tran-
scripts (denoted by “Manual”) and the 1-best ASR transcripts
(denoted by “1-best ”), respectively. This experiment, in fact,
is equivalent to that using the sentence-wise KL-divergence
method where the sentence models and the document model are
simply estimated by MLE. The corresponding results are shown
in Table III, where the values in the parentheses are the asso-
ciated 95% confidence intervals. Looking at the first two rows
of Table III, we see that there are significant performance gaps
between summarization using the manual transcripts and the
1-best ASR transcripts. The relative performance degradations
caused by using the 1-best ASR transcripts are roughly 25% for
all ROUGE measures. The reasons for this phenomenon may
lies in the following two factors. One is that the erroneous ASR
transcripts of spoken sentences would carry wrong information
and thus deviate somewhat from representing the true theme of
the spoken document. On the other hand, the ROGUE measures
are essentially based on counting the number of overlapping
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TABLE III
BASELINE RESULTS ACHIEVED BY THE LM METHOD WITH RESPECT TO THE

MANUAL TRANSCRIPTS AND THE1-BEST ASR TRANSCRIPTS

units between the automatic summary and the reference sum-
mary; the resulting evaluation results, therefore, would be
severely affected by speech recognition errors when applying
the various ROUGE measures to evaluate the performance of
speech summarization. In order to get around the confounding
effect of the latter factor, we assume that the resulting summary
sentences can also be presented in speech form (besides text
form) such that users can directly listen to the audio segments of
the summary sentences to bypass the problem caused by speech
recognition errors [8]. Then, we can align the ASR transcripts
of the summary sentences to their respective audio segments
to obtain the correct (manual) transcripts for evaluation. The
corresponding results are shown in the last row (“1-best”) of
Table III. In this way, we can focus mainly on evaluating the
correctness of audio segments extracted out of the spoken docu-
ment while reducing (or ignoring) the confounding effect raised
by speech recognition errors. Therefore, all the summarization
results reported in the rest of this paper will follow this setup,
unless otherwise stated.

We then turn our attention to investigate the utility of
using CN and PSPL for representing spoken documents and
sentences. The experimental results are shown in Table IV,
where the row “1-best” shows the baseline results obtained
by using the 1-best ASR transcripts, while Rows “CN” and
“PSPL” are the results obtained by using the CN and PSPL
representations, respectively. For these two representations,
the pruning thresholds (as described in Section III-C) were
tuned on the development set and then applied to the evalu-
ation set. It also worth mentioning that “SentKL” is used to
denote the sentence-wise KL-divergence selection strategy
[cf. (3)] while “ListKL” the list-wise KL-divergence selection
strategy [cf. (4)]. For practical implementation of ListKL, it
is almost impossible to enumerate all possible combinations
of summary sentences for forming the summary of a spoken
document, due to the reason that the number of possible com-
binations would grow exponentially as the number of sentences
increases. To reduce the computational overhead, we first
use the SentKL to select the top 20% importance sentences
having the lowest KL-divergence distances to the document
as the candidates for being considered to be included in the
summary, and then enumerate all possible combinations (or
samplings) of these sentences under a specific summary length
constraint of the length of the target summary (i.e., containing
about 10% words of the original document). As can be seen
from Table IV, using either CN or PSPL provides substantial
performance boosts over the 1-best ASR transcripts for both
SentKL and ListKL. Although not both of the two attempts (cf.
the second and third rows of Table IV) give very significant

TABLE IV
RESULTS ACHIEVED BY THE KL-DIVERGENCE METHODS WITH RESPECT

TO VARIOUS REPRESENTATIONS OF SPOKEN DOCUMENTS ( DENOTES

SIGNIFICANT IMPROVEMENTS OVER THE BASELINE LM METHOD USING

1-BEST ASR TRANSCRIPT ACCORDING TO THE �-TEST ��������)

improvements in ROUGE over the baseline LM method (cf.
the third row of Table III or the first row of Table IV), the
results still reflect the advantage of using multiple recognition
hypotheses. It seems to justify our postulation that speech sum-
marization could benefit from leveraging multiple recognition
hypotheses, like CN or PSPL, for robust representations of
spoken documents and sentences.

If we further compare between PSPL and CN, it shows that
the former outperforms the latter. This might be explained by
the fact that a given word arc of the original lattice will be ex-
actly assigned into one particular cluster in CN, whereas a given
word arc can belong to multiple clusters with different proba-
bilities in PSPL. Phrased another way, CN performs some sort
of hard-clustering of word arcs in the lattice while PSPL is a
soft-clustering technique. As a result, when a strict threshold is
applied in the pruning stage (as described in Section III-C), sev-
eral content or informative words of CN might be pruned due
to lower word posterior probabilities, but they would be more
likely to be retained in PSPL since more than one cluster would
contain instances of the same word arc.

Furthermore, ListKL consistently outperforms SentKL with
respect to various representations of spoken documents. These
results show the potential weakness of using the iterative
(greedy) sentence selection strategy (e.g., SentKL) in speech
summarization. In order to figure out why ListKL outperforms
SentKL, we further analyze the average number of sentences
respectively selected by ListKL and SentKL subject to the
constraint (i.e., the resulting summary cannot contain words
more that 10% of the original document). We observe that
ListKL selected about 3.15 summary sentences on average
while SentKL selected about 2.61 sentences into the summary
under the same length constraint. These statistics reveal that
ListKL can, to some extent, avoid selecting verbose sentences
into the summary.

To take a step forward, we examine the impact of the average
lattice size of a given spoken sentence contributed to the sum-
marization performance, which is defined as the average number
of words retained in the speech recognition output representa-
tion of a given spoken sentence after the pruning stage. Here,
we take the pairing of PSPL and SentKL as an example. The as-
sociated results conducted on the development set (denoted by
DEV) and the evaluation set (denoted by EVAL) are both graph-
ically illustrated in Fig. 1. We see that the ROUGE-1 score goes
up as the lattice size increases. It yields about 1% to 2% absolute
performance gains as compared to summarization using merely
the 1-best ASR transcripts. However, the performance becomes
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Fig. 1. Impacts of different lattice sizes on the summarization performance.

TABLE V
RESULTS ACHIEVED BY COMBING THE SENTENCE-WISE KL-DIVERGENCE

METHOD WITH THE SENTENCE OR/AND DOCUMENT RELEVANCE

INFORMATION ( DENOTES SIGNIFICANT IMPROVEMENTS OVER THE

BASELINE LM METHOD ACCORDING TO THE �-TEST ��������)

saturated, or shows noticeable drops, as PSPL contains too much
confusion information.

B. Experiments on Incorporating Relevance and Topical
Information

In the next set of experiments, we explore the use of relevance
information (cf. Section IV-A) for more accurate estimation of
the sentence (denoted by RM-SEN) and document (denoted by
RM-DOC) models used in the KL-divergence methods. The
number of relevant documents retrieved was determined by the
development set. Due to the reason that the computational cost
for ListKL is expensive, we report here only the results ob-
tained from SentKL with the relevance information. As shown
in Table V, the summarization performance is consistently
improved whenever either the sentence relevance information
(RM-SEN) or the document relevance information (RM-DOC)
is used for model estimation. Furthermore, the summarization
performance of RM-SEN is superior to that of RM-DOC in the
case of using the 1-best ASR transcripts. One possible explana-
tion is that the spoken sentences are quite short as compared to
the spoken document, and may contain erroneous transcripts;
they, thus, require more statistical evidence contributed from
the relevant documents for better sentence model estimation.
On the other hand, the marriage of RM-SEN with RM-DOC
(cf. the forth and the last rows in Table V) can provide addi-
tional gains, which leads to absolute improvements of about
2% to 3% as compared to the baseline summarization results
obtained by merely using either the manual transcripts or the
1-best ASR transcripts.

Fig. 2. Contributions of two relevance information cues made to the summa-
rization performance. (a) Manual transcripts. (b) 1-best ASR Transcripts.

To get a better sense of the contributions of the relevance
information made to the summarization performance, we fur-
ther conduct a set of summarization experiments by varying the
number of relevant documents being retrieved. Several observa-
tions are obtained from the results shown in Fig. 2. First, for the
case of using the manual transcripts [cf. Fig. 2(a)], RM-DOC
seems more useful than RM-SEN. A partial explanation for this
may stem from the fact that RM-DOC plays the role for term
expansion and re-weighting of the representation of a spoken
document. It may therefore lower the divergence between the
document and its “true” summary sentences, as they are mod-
eled by the sentence-wise KL-divergence method. Second, the
performance of RM-SEN tends to be improved as the number
of retrieved relevant documents is increased. The results are in
line with our expectation that incorporating the sentence model
with the relevance model might lead to more accurate model
estimation. However, the summarization performance is satu-
rated or degraded slightly as the number of retrieved relevant
documents is equal to or larger than 3. This phenomenon can
be explained by the fact that the retrieved relevant documents
might not always be truly relevant to the spoken document or
the spoken sentences, and they may make the document model
or the sentence models deviate from their original truth.

Further, we examine the utility for the additional use of the
topical information. It is worth mentioning that both DTM
and WTM are trained without supervision and have the same
number of latent topics which was set to 16 in this study. Also
note that LDA is taken as a study example for DTM since it
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TABLE VI
RESULTS ACHIEVED BY COMBING THE KL-DIVERGENCE METHODS

WITH THE TOPICAL INFORMATION CONVEYED BY DIFFERENT TOPIC

MODELS ( DENOTES SIGNIFICANT IMPROVEMENTS OVER THE

BASELINE LM METHOD ACCORDING TO THE �-TEST ��������)

achieved better performance among various DTM models in the
literature, and the associated parameters of LDA are estimated
by the Gibbs sampling algorithm with symmetric Dirichlet
prior distributions. The corresponding results achieved by
SentKL incorporated with the topical information are shown in
the upper part of Table VI, which reveal that the summarization
performance receives substantial boosts from the additional
incorporation of the topical information for the case of using
the manual transcripts. On the contrary, it gives moderate
(but consistent) improvements over the baseline model for
summarization using the 1-best ASR transcripts. We attribute
this phenomenon to the reason that imperfect ASR transcripts
usually contain wrong information and would affect the cor-
rectness of the topic inference procedures. Comparing WTM to
DTM, we see that WTM outperforms DTM when the manual
transcripts are used. However, WTM seems to perform worse
than DTM for the case of using the imperfect ASR transcripts.
One possible speculation is that, unlike DTM, the model pa-
rameters of WTM [cf. (10)] are all estimated from an outside
set of text news documents, which somewhat makes WTM un-
able to faithfully capture the topical relationship among words
in the erroneous ASR transcripts. On the other side, we also
illustrate the benefit of incorporating the topical information
into the ListKL summarizer. Since the topic mixture weights
of LDA for a new document have to be estimated online which
would often be time-consuming, we only take the WTM as an
example for illustration. The results are shown in the lower
part of Table VI, which verifies the utility of constructing the
ListKL summarizer with the topical information.

C. Comparison With Conventional Summarization Methods

In the final set of experiments, we compare our proposed
summarization methods with a few existing summarization
methods that have been widely used in speech summarization
tasks, including two unsupervised summarizers, namely, vector
space model (VSM) and LexRank, and one supervised sum-
marizer, namely, SVM. VSM is a simple but effective literal
term matching strategy which first represents each sentence of
a spoken document and the spoken document itself in vector
form, and then computes the relevance score between each
sentence and the document (i.e., the cosine measure of the
similarity between two vectors). The sentences with the highest
relevance scores are included in the summary accordingly.

TABLE VII
BASIC FEATURES USED BY SVM

For SVM, we constructed a binary SVM summarizer with the
radial basis function (RBF) as the kernel function and the base-
line performance was obtained by using a set of 33 indicative
features to characterize a spoken sentence, including the struc-
tural features, the lexical features, the acoustic features and the
VSM relevance feature. For each kind of the acoustic features,
the minimum, maximum, mean, difference value, and mean dif-
ference value of a spoken sentence where extracted [9]. The dif-
ference value is defined as the difference between the minimum
and maximum values of the spoken sentence and mean differ-
ence values is defined as the mean difference between a sentence
and its previous sentence. The features are outlined in Table VII,
where each of them was further normalized to zero mean and
unit variance.

The summarization results for these conventional methods
are shown in Table VIII. We can see that SVM significantly out-
performs VSM and LexRank. The results be attributed to two
reasons. First, SVM is trained with the handcrafted document-
summary labels of the documents in the development set while
the other two methods are conducted in a purely unsupervised
manner. Second, SVM utilizes a rich set of features to char-
acterize a spoken sentence while the remaining two methods
(VSM and LexRank) are constructed solely on the basis of the
lexical information.

Comparing these results with those achieved by our proposed
methods (cf. Tables IV–VI), several observations can be drawn.
1) When only the 1-best ASR transcripts are used, the SentKL
performs slightly better than VSM and gives a competitive re-
sult as compared to LexRank. The summarization performance
would become significantly better as we integrated extra infor-
mation cues into the SentKL. 2) On the other hand, the pairing
of ListKL and the topical information gives significant improve-
ment over VSM and LexRank in the case of using merely 1-best
ASR transcripts. 3) Our proposed unsupervised summarization
methods cannot beat the supervised summarizer (i.e., SVM) for
the same reasons mentioned earlier. However, their output (or
score) can serve as a complementary feature to augment the fea-
ture set used for the supervised summarizer. We take, for ex-
ample, the various scores obtained by SentKL as additional fea-
tures to augment the basic feature set (defined in Table VII) for
SVM, and the associated results are shown in Table IX. They
demonstrate that incorporating the scores provided by SentKL,
taken as an additional set of features for SVM, seems to im-
prove the final summarization performance for the TD case. On
the contrary, some augmented features hurt the original base-
line performance for the SD case, probably due to the imperfect
recognition transcripts. However, these results confirm again the
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TABLE VIII
RESULTS ACHIEVED BY THREE CONVENTIONAL SUMMARIZATION METHODS COMPARED IN THIS PAPER (� DENOTES THE LIST-WISE KL-DIVERGENCE

SELECTION STRATEGY WITH THE TOPICAL INFORMATION GIVES SIGNIFICANT IMPROVEMENTS OVER THESE MODELS ACCORDING TO THE �-TEST ��������)

TABLE IX
RESULTS ACHIEVED BY AUGMENTING VARIOUS RELEVANCE FEATURES, DERIVED BY THE SENTENCE-WISE KL-DIVERGENCE SELECTION STRATEGY, TO SVM (

DENOTES SIGNIFICANT IMPROVEMENTS OVER THE BASELINE SVM ACCORDING TO THE �-TEST ��������)

utility of using multiple recognition hypotheses (cf. the third and
forth rows of Table IX).

Further, the results obtained by augmenting the KL_RM fea-
ture give a quite comparable performance to those obtained by
the human subjects when using the manual transcripts (as shown
in Table II). They also give absolute improvements of about 1%
to 3% as compared to the results obtained by the SVM summa-
rizer with the basic feature set defined in Table VII.

D. Discussions and Summary

The results shown in Tables III–IX allow us to draw sev-
eral conclusions. First, using multiple recognition hypotheses
derived from CN or PSPL is effective especially when the
1-best ASR transcripts could not provide reliable lexical or
topical information (cf. Table IV). We believe this initial at-
tempt not only can benefit the KL-divergence summarization
methods, but also can work well in conjunction with other
summarization methods. Second, a notable characteristic of the
KL-divergence summarization methods is that they can easily
leverage various kinds of information sources in a systematic
way. The experimental results have clearly supported this
claim (cf. Tables IV–VI). Third, the relevant documents were
retrieved by the unigram language modeling retrieval approach
with merely the 1-best ASR transcripts for the experiments on
using the relevance information (cf. Table V). The retrieved
documents might contain irrelevant ones owing to the speech
recognition errors. A more robust and accurate retrieval model
would probably lead to a more substantial improvement of the
summarization performance [28], [29]. Fourth, in this paper we
employed only word or topic unigrams (multinomial distribu-
tions) for modeling the document and sentence models. One
possible extension is using more sophisticated techniques like
word bigrams or syntactic dependency information to enhance
the model estimation. Fifth, the experimental results demon-
strate the benefit of using the list-wise KL-divergence selection

strategy (ListKL) (cf. Tables IV and VI). It overcomes, to
certain extent, the problem of suboptimal performance faced by
most of the current widely used sentence-wise selection strate-
gies for extractive summarization. Sixth, Table IX highlights
the importance of capturing the relevance of a spoken sentence
to the whole spoken document. Seventh, the various ranking
scores obtained from the proposed summarization methods, at
this moment, are simply treated as an additional set of features
for the supervised summarizer (i.e., SVM). More rigorous
fusion of various summarizers (or features) still awaits further
studies [43], [46]. Finally, our proposed method in essence
is equally applicable and effective for both text and spoken
document summarization tasks (cf. Tables V and IX).

VII. CONCLUSION

In this paper, we have investigated various ways to robustly
represent spoken documents and sentences for speech summa-
rization. We have also presented a KL-divergence-based sum-
marization framework and conducted a series of experiments to
verify its capabilities. The experimental results indeed confirm
our expectation. Our future research directions include: 1) inves-
tigating more elaborate approaches to estimating the document
and sentence models of this framework; 2) seeking other ways
for representing the ASR output more robustly; and 3) incorpo-
rating the summarization results into audio indexing for better
retrieval and browsing of spoken documents.
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