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Some of the above figures are adapted from fhresentationslides of ProfNenkovaet al. atACL 2011 2
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Introduction (1/3)

Communication and search are by far the most popular
activities in our daily lives

B Speech is the most nature and convenient means of
communication between humans (and between humans and
machines in the future)

A spoken language interface could be more convenient than a
visual interface on a small device

Provide ‘anytimé' and '‘anywhere'access to information
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B Already over half of the internet traffic consists of video data

Though visual cues are important for search, the associated spokt
documents often provide a rich set of semantic cues (e.g.,
transcripts, speakers, emotions, and scenes) for the data

Turand Mori,Spokerlanguageunderstanding systems for extracting Semantic Information from spa&/dey 2011.



Introduction (2/3

Text Processing vs. Speech Processing

B Recognition, Analysis and Understanding
Text: analyze and understand text

Speech recognize speech (i.e., ASR), and subsequently analyze
and understand the recognizdext (propagations of ASR errors)

BVariability

Text: different synonyms to refer to a specific semantic object or
meaning, such as , : , etc.

Speech an infinite number of utterancesith respect tothe same
word (e.g., )

1 Manifested by a wide variety of oral phenomena suckiaBuences
(hesitations), repetitions, restarts, and corrections

1 Gender age, emotional and environmental variations further complicate
ASR

1 No punctuation marks (delimiters) or/and structural information cues
exist in speech
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Introduction (3/3)

Automatic Speechrecognition ASR) or Speech to Text
B Transcribe thdinguistic contentof speech utterances

B Play a vital role in multimedia information retrieval,
summarization, organization, among others

Such as the transcription of spoken documents and recognition of
spoken queries

Making speech & video as
accessible as text

The figure is adaptettom the presentatiorslides of ProfOstendorfat Interspeecl2009.



Spectrum-ofMachine ILearningResearch

Training Data Data (Input) Representation

Supervised Learning . Dense Features

(Labeled data) . Sparse Features
Semisupervised Learning . Deep Learning for Multiple layers
(Labeled andunlabeled data) of Non-linearity

Unsupervised
Active Learning _ _
(Selectively labeled datd Evaluation Metrics

Extrinsic
Intrinsic

Training Criteria Source and Target Distributions

Maximum Likelihood . SingleTask Learning
(Generative Learning) . Model Adaptation
Maximum Discrimination . Multi-Task Learning
(Discriminative Learning)

Maximum Task Performance

The figure is adaptettom the presentatiorslides of Dr. Li Deng &tterspeecl2015.



Typical'Recipe foMachine lL.earningResearch

Yes Does the models do Yes

Does the models do well D ,
o ,) ) well on the mm) Done!
on the training data development/test data?
1 No 1 NoO
(viz.underfitting) (viz. overfitting)
More complicated models More data
or deeper networks (Rocket fue)

‘ (Rocket enging '

There is no data like more data!

The figure is adaptettom the presentatiorslides of Dr. Li Deng &titerspeecl2015. 3



Automatic Speech'Recognition (ASR)

BayesDecision Rule (Risk Minimization)
W, = arg min Riskkw|O
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—argmin & Loss(W,Wi)P(\Ni|O)
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= argmax p(O |W)P(W) Linguistic Decoding
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Feature Extraction & Acoustic Modeling Language Modeling

Possible  speaker, pronunciation, and domain, topic,
variations environment, context, etc. style, etc.

1. FJelinek Statistical Methods for Speech F}ecognjfrdne MIT Press,999
28 ( OAT ch * 8 "AhAtaribaDperse@ivd 8pdekhirétagnit®®ACM Communication2004




Schematic Diagram of ASR

Fourier Spectrum  Log-spectrum Cepstrum

Hidden Markov Models (HMM)

Gaussian
Mixture
Model (GMM)

Searching among
Hypotheses
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