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·Too much information kills information! 

Big Data Era ɀ Information Overload  
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Speech, Audio, Image, Video, etc. Written text  

Some of the above figures are adapted  from the presentation slides of Prof. Nenkova et al. at ACL 2011 



· Introduction 

·Machine Learning  

·Automatic Speech Recognition (ASR)  

· (Shallow & Deep) Representation Learning for ASR  
and its Applications 

·Conclusions 

 

  

 

Outline 
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·Communication and search are by far the most popular 
activities in our daily lives 

ƁSpeech is the most nature and convenient means of 
communication between humans (and between humans and 
machines in the future) 

¶A spoken language interface could be more convenient than a 
visual interface on a small device   

¶Provide "anytime" and "anywhere" access to information 

 

ƁAlready over half of the internet traffic consists of video data 

¶Though visual cues are important for search, the associated spoken 
documents often provide a rich set of semantic cues (e.g., 
transcripts, speakers, emotions, and scenes) for the data 
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4 Tur and Mori, Spoken language understanding ɀ systems for extracting Semantic Information from speech, Wiley 2011. 



·Text Processing vs. Speech Processing 

ƁRecognition,  Analysis and Understanding 
¶Text: analyze and understand text  

¶Speech: recognize speech (i.e., ASR),  and subsequently analyze 
and understand the recognized text (propagations of ASR errors) 

ƁVariability 
¶Text: different synonyms to refer to a specific semantic object or 

meaning, such as , , , etc. 

¶Speech: an infinite number of utterances with respect to the same 
word (e.g., )  
¶Manifested by a wide variety of  oral phenomena such as disfluences 

(hesitations), repetitions, restarts, and corrections  

¶Gender, age, emotional and environmental variations further complicate 
ASR 

¶No punctuation marks (delimiters) or/and structural information cues 
exist in speech 
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·Automatic Speech Recognition (ASR) or Speech to Text 

ƁTranscribe the linguistic contents of speech utterances 

ƁPlay a vital role in multimedia information retrieval, 
summarization, organization, among others   

¶Such as the transcription of spoken documents and recognition of 
spoken queries 

 

Introduction (3/3) 
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The figure is adapted from the presentation slides of Prof. Ostendorf at Interspeech 2009.  



Spectrum of Machine Learning Research 
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Training Data 
 

¸ Supervised Learning  
(Labeled data) 

¸ Semi-supervised Learning 
(Labeled and unlabeled data) 

¸ Unsupervised 
¸ Active Learning  

(Selectively labeled data) 

Data (Input) Representation 
 

¸ Dense Features 
¸ Sparse Features 
¸ Deep Learning for Multiple layers 

of Non-linearity 
 
 

 

 

Source and Target Distributions 
 

¸ Single-Task Learning 
¸ Model Adaptation 
¸ Multi-Task Learning 

 

 
 

 
Training Criteria 
 

¸ Maximum Likelihood  
(Generative Learning) 

¸ Maximum Discrimination 
(Discriminative Learning) 

¸ Maximum Task Performance 
 
 

 
Evaluation Metrics 
 

¸ Extrinsic 
¸ Intrinsic 

 

The figure is adapted from the presentation slides of Dr.  Li Deng at Interspeech 2015.  



Typical Recipe for Machine Learning Research  
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Does the models do well 
on the training data? 

Does the models do 
well on the 

development/test data? 

Yes Yes 
Done! 

No No 
(viz. underfitting) (viz. overfitting) 

More complicated models 
or deeper networks 

(Rocket engine) 

More data 
(Rocket fuel) 

The figure is adapted from the presentation slides of Dr.  Li Deng at Interspeech 2015.  

There is no data like more data!  



·Bayes Decision Rule (Risk Minimization) 

 

 

 

 

 

 

 

 
 

 

Automatic Speech Recognition (ASR) 
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Language Modeling Feature Extraction & Acoustic Modeling 

Linguistic Decoding 

!ÓÓÕÍÐÔÉÏÎȡ 5ÓÉÎÇ ÔÈÅ ȰΦ-Χȱ ,ÏÓÓ &ÕÎÃÔÉÏÎ 
(Become a Typical Maximum-a-Posteriori Classification Problem) 

Possible 

 variations 
domain, topic, 

style, etc.    

speaker, pronunciation, 

environment, context, etc.     
and 

1. F. Jelinek. Statistical Methods for Speech Recognition. The MIT Press, 1999 
2. 8 (ÕÁÎÇȟ *Ȣ "ÁÃËÅÒȟ 2Ȣ 2ÅÄÄÙȟ ȰA historical perspective of speech recognition,ȱ ACM Communications, 2004 
 



Schematic Diagram of ASR  
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Hidden Markov Models (HMM)  

Searching among  

Hypotheses 

Fourier Spectrum Log-spectrum Cepstrum 

Gaussian 

Mixture  

Model (GMM)  


