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This talkgives onlya partial picture of research on text readability assessméised and subjectto t® OA OAT OA O«
expertise. For mordetailed reviews omainstream developments, please also refer to, among others,

1K.Colingt ET 1 POT 1T h O #dsde®OebtoQextirdadabiik OOOOAU 1T £ AOOOAT O AT A
2. E.Pitler & A. Nenkova, "Revisitingreadability: a unified framework for predicting text quality,”, 2008




Introduction

Research omext readability assessmeritas withessea
boominginterest in the past decadgartly due to the rapid
proliferation ofdownstream applicationsnd dramatic
progress of machine learning technology

B Early developments in on text readabilidgsessment datback
to research efforts conducted in th-50'sby pioneers such as
Dale &Chall(1948); many useful readability formulas have bee
developed since then

. Text readability was formallydefined as the sum of all
elements intextual materiaslOEA O AE£ZEFAAO A
understanding, reading speed, and level of interest in the
material (Dale &hall 1949

B Should also be a function @ A A Aaptituded®
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Spectrum-ofText Readability Research

Modeling Targets

Traditional Texts

Non-traditional Texts
(e.g.,web/social media)

Spoken Utterances

(E.g., oral proficiency assessmen

Human Engineering
Machine Learning
(regression, classification &
ranking)

Corpora & Evaluation Metrics

Intrinsic
Extrinsic

Applications

Features

Readability Prediction (e.q.,
Educational Applications) . LexicoSemantic/Morphological
Summarization& Simplification Syntactic & Content Features
Information Retrieval , Discourse: Cohesion & Coherenc
Producing Instructions and . Pragmatic & Genre Features
Guides etc. . Layout and Graphic lllustrations
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Early/Research:-Factors for-Measures (1/2)

Most readablllty measures have focused on two nfaictors
B Thefamiliarity of the semantic units (words @hrases) used
B The syntactic complexity of the sentencsructure

It has also been indicated thatkall 1958)

B Vocabularydifficulty is known to account for at least 80% of

the total variability explained by readability scores for
traditional texts

B Sentencestructure giving a small additional amount of
predictive power

. Aspects of reading difficulty associated with higHewel
linguistic structures in the text, such as its discourse flow o
topical dependencies, arargely ignored

’
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Early'Research:-Factors feleasures (2/p

‘ More on vocabulary difficulty and word usage

‘ B Analysis of word usage across grades revealed tkditalf 1983)

N Earliergrade levels tend to use more concrete wohd#e red,
whereas later grade levels use more abstract waash as
determinewith greater frequency
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Early/ResearclBomeClassic'Measures(1/3)

’

Q

FleschKincaid Measure (19)75

RG- -039aY +1188% - 1550
K S W

/! N
Average Word Per Sentence ~ Average Syllable Per Word
(sentence lengthsyntax factor) (word length: semantic factor)

1 W: total number of word in the text sample
1 S: total number of sentences in the text sample
1 L: total number of syllables in the text sample




Early/Research::Some:-Cladsieasureq2/3)

Revised DaleChallMeasure (1995)

;
\

RGye = 3.6365+ 015790~ + 0.04960"
¢ W S

1 U: total number ofunfamiliar words (tokens) in the text sample
1 W: total number of wordsn the text sample
1 S: total number ofsentecesn the textsample

BAword list consisting of 3,000 words that 80% of tested fourth
grade students were able to read wased

BAtoken is labeleduinfamiliarif the token or simple variants of it
do not appear in the 3,00@0rd list




Early/Research::Some:-Classic-Meas(B£3

. Traditionalreadablility measures are based only on surface
characteristics of text, and ignore deeper levels of text
processing known to be important factors in readability,
such as cohesion, syntactic ambiguity, rhetorical
organization, and propositionalensity

- 2 A A Adbgnitve aptitudes are largely ignored
BSuchAO OEA OAAAAOG6O DPOEI O ETI
are used while they interact with thiext
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What isMachinelLearning?

Machine learning

From Wikipedia, the free encyclopedia

The Free Encyclopedia

Machine learning is a subfield of computer sciencell that evolved from the study of pattern recognition and
computational learning theory in artificial intelligence.m In 1959, Arthur Samuel defined machine learning as a
"Field of study that gives computers the ability to learn without being explicitly programmed".[z] Machine
learning explores the study and construction of algorithms that can learn from and make predictions on data.l3]
Such algorithms operate by building a model from an example training set of input observations in order to

make data-driven predictions or decisions expressed as outputs,[d*]:2 rather than following strictly static
program instructions.
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Typical'Recipe foMachine lL.earningResearch

Does the
models do
well on the
training

Does the
modelsdo well on the
development /
test data?

Yes

) Done!

Yes

data?
No
l(viz.underfitting) 1 (viz. overfitting)
More complicated models More data
or deeper networks (Rocket fue)

t (Rocket enging '

There is no data like more data!
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Machine! Learning/(ML) for-Text-Readability

Human
Experts or
[ Traditional semantic | _ Non-EXper'FS ‘
features Text material (Crowdsourcing
\. J &
( Traditional syntactic\ .. Goldstandard Training
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Other rich linguistic || Text material TestData |-
features A estbala




ML: Labeled Corpora (1/2)

I O@IOAA Ardinhg dorpus of individual texts is
constructed that is representative of the target genre,
language, or other aspect of text for which automatic
readability assessment tesired

Eachtext in the training corpus is assignedaC -O A T A
readability level

B Typically annotated by human experts (tim@nsuming and
expensive)

B Orannotated byhuman nonrexperts through crowdsourcing
platforms

. Some important aspects:
Size, language, genre, etc.




‘ - leflculty Levels

B Thestandard unit for reading difficulty labels is tlsehool
gradelevel, but other scales of measurement are alsed

The grade level could be an ordinal value corresponding to discr
ordered difficulty levels, for instance, American grade levels 1
through 12,

Orit could be a continuous value within a range, to capture wihir
level gradations, which are especially important for earlier grade
levels (e.g. a text at Grade7)

‘ ML: LabeledCorpora(2/2)
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ML: Features 1/3)

. Aset offeaturesis defined that are to be computed from a
text. These features capture semantic, syntactic, and other
attributes of the text that are salient to the target
readability prediction task.

;
\

. Vocabularybased features
B Relative frequency of a word
BTypetoken ratio (lexical richness cue)
B Language models
BWord maturity measure

BWord Concretenesgpérceivability& imageability)
B8




‘ ML: Features (2/3)

y
‘ Syntactlc Features

B Average number of word per sentence

B Average parseéree height

B Average number of noun phrases per sentence

B Average number of verb phrases per sentence

B Average number of subordinate clauses per sentence
B Number of passive sentences

B3

Havingmultiple noun phrases (entities) aach sentenceequires the reader to
remembermore items but may make the article moriateresting.
- (Barzilayand Lapata 2008) found that articlewritten for adults tended tocontain
many more entities thanarticles written forchildren
Whileincluding moreverb phrases in each sentence increagessentencecomplexity,
adults might prefer to haveelated clausegxplicitlygrouped together




ML: Features (3/3)

Discourse structure

B Model thesemantic/pragmatic connection of sentences in a
document, such as elaboration, contrast abackground

CohMetrix (Graesseand McNamara, 2004)

B A computational linguistics tool that has played a prominent
role in automated readability assessment, by providing a multi
dimensional set of linguistic and discourse features for text
representation

Analyzetexts on over 200 measures of cohesion, language, and
readability

A.C Graesseret al., "Coh-Metrix: Analysiof text on cohesion and languageBehavior Research Methods
Instruments, & Computer004



ML: Models

- Amachine learning model learns how to predict the gold
OOAT AAOA | AAAl £ O A OA@O
values

B Language Models (e.g., UnigrarN;gram, RNN/LSTM)
BTopic Models (e.g., LSA, PLSA/LDA)

B Decision Trees

B Ensemble Learning (e.gAdaboost Bagging, etc.)

B Support Vector Machines (SVM)

B Representation Learning (e.g., Deep Neural Networks, Word &
PhraseEmbeddings

B8
- To find a set of model parameters that is likely to generaliz

well to new texts, during the training phase, models are
typically crossvalidated against data unseen by the model







